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Zusammenfassung

In dieser Arbeit wird untersucht, wie sich Informationen in einem aus Fahrzeugen be-
stehenden, drahtlosen Ad-Hoc Netzwerk verbreiten können. Fahrzeuge kommunizieren
mittels entsprechender Funktechnologie wie beispielsweise IEEE 802.11 direkt mitein-
ander und bilden dadurch ein so genanntes Vehicular Ad-Hoc Network (VANET). Fahr-
zeuge machen autonom Beobachtungen über die aktuelle Straßenlage. Diese Beobach-
tungen werden von vielen Fahrzeugen zu vielen Fahrzeugen geschickt. Es entsteht somit
eine n-zu-m-Kommunikation mit n Sendern und m Empfängern, wobei sowohl die Be-
obachtungen als auch die Sender und Empfänger über die Zeit veränderlich sind. Das
Ziel dieser Arbeit ist es, Methoden zu entwickeln, um diese Informationen an die Teil-
nehmer des Netzwerks zu verteilen. Bei diesen können sie von einem Navigationssystem
als Eingabe für die Routenberechnung verwendet werden. Wichtige Fragestellungen be-
treffen zum einen die Reichweite des Informationsaustauschs sowie zum anderen die
Geschwindigkeit, mit der sich Informationen ausbreiten können.

Ein wichtiges Hilfsmittel bei der Analyse von Mechanismen und Anwendungen für VA-
NETs stellt die Verwendung von Simulatoren dar. Aufgrund der immensen Anforderun-
gen an diese Simulatoren, die Realität so genau wie möglich abzubilden, dabei aber eine
möglichst hohe Effizienz zu erreichen, existieren nur einige wenige Spezialsimulatoren.
Diese dienen beispielsweise dazu, die Simulation von Daten und Signalen in Netzwer-
ken oder die Bewegung von Fahrzeugen in Städten oder auf Autobahnen zu modellieren.
Im ersten Schritt dieser Arbeit wird gezeigt, wie durch Kopplung einzelner Simulatoren
ein Meta-Simulator erstellt werden kann. Dieser Simulator benutzt die (Teil-)Ergebnisse
eines Spezialsimulators als Eingabe für den jeweils anderen Simulator. Dadurch ist es
beispielsweise möglich, die Geschwindigkeit einzelner Fahrzeugen (in einem Vehrkehrs-
simulator) in Abhängigkeit von erhaltenen Datenpaketen (eines Netzwerksimulators) zu
beeinflussen. Die Simulatorkopplung besteht aus dem Netzwerksimulator ns-2 sowie
dem Verkehrssimulator VISSIM und stellt das zentrale Evaluationswerkzeug für alle in
dieser Arbeit vorgestellten Protokolle und Algorithmen dar.

Darauf folgend werden die beiden zentralen Herausforderungen der Informationsver-
breitung in solchen Netzwerken formuliert: i) beschränkte Konnektivität und ii) be-
schränkte Bandbreite. Die erste Herausforderung betrifft die Fragestellung, wie sich In-
formationen generell und mit welcher Geschwindigkeit in einem VANET ausbreiten kön-
nen. Von elementarer Bedeutung hierbei ist, dass die verwendete Technologie noch
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nicht weit verbreitet ist. Insbesondere während eines Einführungsszenarios wird die Pe-
netrationsrate der Fahrzeuge, die mit Geräten zur Kommunikation ausgestattet sein wer-
den, sehr gering sein. Bezogen auf das untersuchte Ad-Hoc Netzwerk lässt dies darauf
schließen, dass das Netz durch Partitionierung in viele einzelne Teile aufgespalten sein
wird. Durch diese Beschränkung ist eine schnelle und zuverlässige Verbreitung von In-
formationen nicht gewährleistet. Basierend auf dieser Erkenntnis wird das Konzept der
Stützstellen vorgestellt. Diese stellen zusätzliche Infrastruktur für das ansonsten rein ko-
operative, selbständige Netzwerk dar. Sie bilden gewissermaßen ein Rückgrat für das al-
lein auf Fahrzeugen basierende VANET. Da der Einsatz dieser Geräte mit zusätzlichem
Aufwand verbunden ist, wird untersucht, welche Eigenschaften diese Stützstellen be-
sitzen müssen. Weiterhin wird analysiert, wie viele Stützstellen mindestens nötig sind,
um die Informationsverteilung positiv zu beeinflussen. Anhand einer Beispielapplikati-
on wird gezeigt, wie bereits mit Hilfe weniger Stützstellen eine gute und schnelle Infor-
mationsverteilung bei sehr geringer Penetrationsrate über große Strecken hinweg gelin-
gen kann.

Durch die vielen existierenden Datenquellen, die mit zunehmender Netzwerkgröße wei-
ter anwachsen, nimmt auch der Umfang der zu verteilenden Daten stark zu. Um die
zweite Herausforderung der beschränkten Bandbreite anzugehen, wird untersucht, auf
welche Weise die Datenmenge zunimmt. Es werden Schranken für Verfahren zur Infor-
mationsverteilung bestimmt, um die Kapazität des Netzwerkes nicht zu stark zu bean-
spruchen. Diese Schranken begründen den Einsatz von Aggregationsverfahren, die In-
formationen mit zunehmender Distanz zusammenfassen, und zeigen gleichzeitig wie
stark die Aggregation der Daten über eine bestimmte Distanz durchgeführt werden
muss.

Aufbauend auf diesen Erkenntnissen wird ein Verfahren vorgestellt, welches diese bei-
den Herausforderungen bewältigt. Insbesondere wird ein Aggregationsverfahren für
Stadtszenarien präsentiert. Diese Szenarien sind gekennzeichnet durch ihre Zweidimen-
sionalität der zu betrachtenden Segmente bzw. Straßen. Informationen über Straßenab-
schnitte werden sinnvoll zusammengefasst und über weite Strecken verteilt. Die zen-
trale Eigenschaft dieses Aggregationsmechanismus besteht aus einer mehrschichtigen,
hierarchischen Aggregation basierend auf dem Landmark-Prinzip. Um dem Problem der
geringen Ausstattungsraten zu begegnen, wird ein Optimierungsverfahren vorgestellt,
um möglichst gute Platzierungen für die oben genannten Stützstellen zu finden. Da der
mögliche Lösungsraum sehr schnell sehr groß werden kann, wird ein genetischer Al-
gorithmus für die Lösung des Optimierungsproblems benutzt. Durch die prototypische
Implementierung eines Navigationssystems wird die Vorteilhaftigkeit des Aggregations-
verfahrens in Zusammenspiel mit der optimierten Stützstellenplatzierung gezeigt.

Aggregationsverfahren bewältigen allerdings nicht nur die genannten Herausforderun-
gen, sondern sind auch Ursache für eine weitere Herausforderung, die in Verbindung
mit dem Verschmelzen mehrerer Aggregate auftritt. Wenn ein Knoten zwei Datenpakete
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empfängt, die denselben Bereich beschreiben, muss entschieden werden, welches Ag-
gregat „bessere“ Informationen beinhaltet. Standardmäßig werden daher Zeitstempel
vergeben, um die Aktualität der Aggregate und ihrer Inhalte zu kennzeichnen. Falls die
Aggregation allerdings auf Flächen beruht und ein Knoten mehrere Aggregate mit sich
teilweise überlappenden Gebieten erhält, kann mittels deterministischer Standardan-
sätze nicht entschieden werden, wie diese Informationen zusammengefasst werden
können. Im Ergebnis wird entweder ein falsches Aggregat berechnet oder es kann nur
eines der beiden Aggregate für die weitere Verwendung herangezogen werden. In dem
letzten Beitrag dieser Arbeit wird als Alternative dazu ein probabilistisches Verfahren
vorgestellt. Die zentrale Eigenschaft dieses hierarchischen Aggregationsverfahrens ist,
dass Aggregate implizit zusammengefasst werden können. Das neue Aggregat wird im-
mer die Vereinigung der beiden alten Aggregate darstellen. Dabei ist es weder notwen-
dig, dass sich Gebiete überlappen noch müssen die einzelnen Inhalte der Aggregate be-
kannt sein.
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Abstract

In this thesis we analyze information dissemination in the context of vehicle-to-vehicle
communication. Cars can communicate with each other by using radio technologies
like IEEE 802.11. They implicitly form a so called Vehicular Ad-Hoc Network (VANET).
Vehicles autonomously make observations about the current traffic situation of a road.
In order to allow nodes to create an overview of the whole scenario these observations
should be sent by many vehicles to many other vehicles probably far away. One goal of
this thesis is thus to analyze the process of information dissemination as well as to pro-
vide mechanisms for the information dissemination. A navigation system may then use
this data to calculate the fastest route based on the current traffic situation. In order to
meet the requirements of such a system the information has to be transmitted in a timely
fashion. It is furthermore important to reach distant regions to inform other vehicles in
due time.

In the analysis of mechanisms and applications for VANETs simulators are an important
building block. However, it is a hard challenge to model the reality as precise as possible
while gaining high efficiency during the execution of simulations. Only special simula-
tors developed for one single purpose are able to deal with these demands. These are,
e. g., tools for the simulation of data networks or for the movement of vehicles on city
roads or highways. In the first contribution we present results of coupling different spe-
cialized simulators. We develop a meta-simulator environment which allows one simu-
lator to interact with another simulator by exchanging (partial) results or to react upon
the input of these results. We are thus now able to analyze the implications of infor-
mation dissemination in a network for instance on the movement of vehicles in a given
scenario. In the following chapters we will use this coupling—consisting of ns-2 for the
simulation of data packet networks and VISSIM for the simulation of car movement—for
the evaluations of the mechanisms and algorithms proposed in this thesis.

The following contribution poses in detail the two major challenges of information dis-
semination in VANETs: i) limited connectivity and ii) limited bandwidth. The first chal-
lenge corresponds to the general feasibility of information dissemination in a VANET
and its dissemination speed. Especially during the rollout of this technology this is an
important aspect to consider. In an early stage the penetration ratio of vehicles equipped
with VANET devices will be low. Regarding the ad-hoc network, it becomes obvious that
a lot of partitions will exist that hamper a proper, fast and reliable spread of data. In
order to deal with these limitations during the rollout phase we introduce the concept
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of (stationary) supporting units. These supporting units represent additional infrastruc-
ture devices. They build a backbone for the VANET which is formed by vehicles and their
ad-hoc communication. Due to the additional costs we analyze the minimum necessary
deployment of these units. We further demonstrate by the means of an example appli-
cation that only few of these supporting units are needed to improve the performance
of information dissemination significantly by spanning distant regions in a timely fash-
ion.

By using multiple vehicles as data sources as well as with an increasing size of the net-
work the amount of data, that is to be disseminated, grows significantly. In order to tackle
the second challenge—limited bandwidth—we analyze how this increase in the amount
of data looks like. We determine lower and upper bounds for the considered limitations
of the bandwidth. These bounds motivate the usage of aggregation mechanisms. The
main task of these mechanisms is to subsume information in relation to an increasing
distance.

Following these insights we present an approach which tackles both mentioned chal-
lenges. In particular, we present an aggregation mechanism dealing with the addi-
tional challenge of a city scenario. This specific type of scenario is defined by its two-
dimensional characteristics of the considered topology or streets, respectively. By using
this aggregation mechanism information about street segments can be subsumed in an
efficient and meaningful manner. The algorithm is implemented by a multilayered and
hierarchical aggregation based on the landmark principle. In addition, we present an
optimization method for the proper placement of supporting units in order to deal with
the low amount of equipped vehicles. Due to the rapid increase of the possible space of
solutions we propose to make use of a genetic algorithm in order to solve this hard op-
timization problem. By implementing a prototype navigation system we underline the
performance of the aggregation scheme in combination with the placement of support-
ing units.

A distinct challenge of aggregation mechanisms is the merging of aggregates. For in-
stance when one node receives two different aggregates describing the same area it has
to decide which one of them contains “better” information. A standard approach is to
use timestamps to indicate the up-to-dateness. By applying sophisticated mechanisms
this problem might be solved. However, if the aggregation is based on areas and one
vehicle receives two aggregates describing overlapping areas there are no (determinis-
tic) standard approaches how to subsume these aggregates. The result is either a wrong
aggregate or only one aggregate might be used further on. The last contribution of this
thesis constitutes a probabilistic approach for the representation of aggregates. The cen-
tral property of this hierarchical scheme is that overlapping aggregates can be subsumed
implicitly. It is therefore not necessary to know the distinct entries of the aggregate. We
show by means of an example application the benefit of this approach.
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Chapter 1

Introduction

In our daily life we experience that the amount of cars on the roads is increasing more
and more. The consequences are traffic jams and accidents. These cause hundreds of
thousands of injured people. According to the German Federal Statistical Office, in 2007
there happened 2.3 million accidents with more than 400 000 injured people and almost
5 000 fatalities solely in Germany [Deu08, Bun08]. Summed up the numbers for the Eu-
ropean Union, almost 45 000 people lost their life in 2004 [BM07]. On the other hand in
times of increasing prices for oil and gas these jams cost a lot of money and incidentally
cause the pollution of our environment. One reason amongst others is that drivers do
not possess information that they would have needed to react properly and in good time
to avoid an accident or to bypass a traffic jam.

At the same time more and more navigation systems are sold that aim to help the driver
to find the fastest route to a given destination. These systems are, however, neither able
to identify traffic jams nor any other incidents affecting the conditions of a road. They
are thus not able to react on dynamic road conditions in order to find a current optimal
route.

This thesis is on sharing topical spatio-temporal information between cars. Observa-
tions on the present road or traffic situation are made autonomously by vehicles and
shared with other vehicles in an ad hoc fashion. The information is spatial because it
is an observation about a distinct location or area and it is temporal because the value
can vary during the time. One example of a spatio-temporal information is the status
of an arterial road of a city which is heavily used during rush hour. In the off-hour the
road is used by comparatively few cars only. We analyze how this information can be
spread over relatively large distances to inform drivers of cars in due time. In the follow-
ing chapters we assume that cars are equipped with dedicated short-range communica-
tion (DSRC) [DSR] devices like WLAN respectively IEEE 802.11 [IEE07] and are thus able
to transmit and receive data packets.
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A lot of effort has been put into a common standardization approach across a range of
governments and car manufacturers. For instance in the US, a distinct frequency band
for car-to-car communication has been reserved. These frequencies should then be used
by specialized radio equipment according to IEEE 802.11p [IEE08]. Based on this tech-
nology car manufacturers can install vehicle-to-vehicle communication devices in order
to share information among many vehicles that can be used by a traffic information sys-
tem.

Capacity restrictions implying a limited bandwidth as well as low equipment ratios of
vehicles, however, prevent simple solutions. Considered that each vehicle is the source
of information which is transmitted over possibly large distances, it becomes obvious
that the limited capacity of the network will not be sufficient. A further challenge for this
information sharing paradigm is that during the rollout phase of this technology only
few cars will be equipped with VANET technology. This inhibits a rapid dissemination
of these observations and affects the results of the information system. In the following
chapters we will further elaborate on these two challenges and present approaches to
tackle it.

The remainder of this thesis is structured as follows.

In Chapter 2, we investigate related work. We look especially at different approaches to
inform the driver of a recent incident or the current traffic situation of a road. Most of
these approaches use a simplistic form to spread information to other regions or drivers.
We describe different existing methods for the dissemination and classify the ideas and
paradigms of these approaches. Aggregation techniques for summarizing information
have also been proposed. We introduce these methods and classify their basic ideas
similar to the dissemination approaches.

Following this chapter, in Chapter 3 tools for the simulation of inter-vehicle scenarios are
presented. In general, pre-calculated traces of vehicular movement patterns or prede-
fined communication traces are used for the design of a simulation study. But this static
approach is insufficient for the evaluation of VANET applications like the transmission of
emergency warnings. To deal with a received warning message, vehicles should be able
to adapt their speed so as to prevent an accident. With the static input direct reactions
are not possible. We show how multiple specialized simulators can be interlinked at run-
time to perform realistic simulations for vehicular (ad-hoc) networks. The interlinking
combines a network simulator (ns-2), a traffic simulator (VISSIM), and an application
level simulator (Matlab/Simulink) to enable the realistic analysis of VANET applications.
We present the architecture, show how we have implemented it, and discuss perfor-
mance issues. By the means of a simple example application we demonstrate the func-
tionality of the simulator coupling. In order to simulate the radio propagation as realistic
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as possible while sustaining the abstraction level we propose an obstacle model that em-
ulates the blocking of radio signals through the walls of buildings. Last, we show how to
influence the movement of cars controlled by the interlinked network simulator.

In Chapter 4, we analyze the feasibility of information dissemination approaches using
inter-vehicle communication. Here, we consider information dissemination in vehic-
ular ad-hoc networks (VANETs) in city scenarios. A particular focus of this study is on
the rollout phase when only few cars participate in the system. After analytical consid-
erations, we focus on simulations using a detailed model of a whole city. We assess the
dissemination performance depending on the amount of equipped vehicles on the road.
For few equipped vehicles, we show that dissemination speed and coverage will not be
sufficient. Therefore, we propose to use specialized, but simple and inexpensive infras-
tructure: Stationary Supporting Units (SSUs). If a small number of SSUs is installed in
a city and connected via a backbone network, the dissemination performance improves
dramatically, especially during the VANET rollout phase. Thus, SSUs foster a faster and
earlier rollout of working, dissemination-based VANET applications.

Capacity restrictions of the network are considered in Chapter 5. We analyze how the
increasing amount of data which needs to be transmitted contrasts with the available
bandwidth. In consequence to these considerations we show that aggregation tech-
niques are needed in order to disseminate the data to remote parts of the considered
scenario. We pose requirements for these techniques and show formally the validity of
these demands.

In Chapter 6, we present an information dissemination protocol based on determin-
istic aggregation. We investigate how a VANET based traffic information system can
overcome the two key problems of strictly limited bandwidth and minimal initial de-
ployment. First, we present a domain specific aggregation scheme in order to minimize
the required overall bandwidth. Then, we propose a genetic algorithm which is able to
identify good positions for static roadside units (Stationary Supporting Units) in order to
cope with the highly partitioned nature of a VANET in an early deployment stage. A tai-
lored toolchain allows to optimize the placement with respect to an application-centric
objective function, based on travel time savings. By means of simulation we assess the
performance of the resulting traffic information system and the optimization strategy.

In contrast to the previous chapter where the focus was on the hierarchical aggrega-
tion of data, in Chapter 7, we concentrate on the representation of aggregates. In or-
der to merge overlapping aggregates efficiently we propose a probabilistic aggregation
scheme. We present an algorithm for the hierarchical aggregation of observations in dis-
semination based, distributed traffic information systems. Instead of carrying specific
values—e. g., the number of free parking places in a given area—our aggregates contain a
modified Flajolet-Martin sketch (FM sketch) as a probabilistic approximation. The main
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advantage of this approach is that the aggregates are duplicate insensitive. This over-
comes two central problems of existing aggregation schemes for VANET applications.
First, when multiple aggregates of observations for the same area are available, it is pos-
sible to combine them into an aggregate containing all information from the original ag-
gregates. This is fundamentally different from existing approaches where typically one
of the aggregates is selected for further use while the rest is discarded. Second, any ob-
servation or aggregate can be included into higher level aggregates, even if it has already
been added—directly or indirectly—before. As a result of those characteristics the qual-
ity of the aggregates is high, while their construction is very flexible. We demonstrate
these traits of our approach by a simulation study.

Finally, we conclude this thesis in Chapter 8 with a short summary. By highlighting the
major building blocks we reflect the achieved contributions.
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Chapter 2

Car-to-Car Communication

In the last ten years, increasing research effort has been put into the area of Intelligent
Transportation Systems (ITS) [ITS] as well as Vehicular Ad-Hoc Networks (VANETs). Ve-
hicles are equipped with radio communication devices and if they are within communi-
cation range, they are able to communicate directly with each other in an ad hoc fashion.
In contrast to Mobile Ad-Hoc Networks (MANETs) questions of power supply and en-
ergy efficiency are less relevant in VANETs. However, due to the potential high (relative)
speeds of vehicles new challenges need to be solved. In 2000 one of the first projects that
dealt with car-to-car communication in Germany was the FleetNet project [Enk03]. The
project aimed to assist the driver by, e. g., transmitting accident warnings or requesting
the current traffic status ahead. In this context most of the research effort concerned
network-centric aspects like data routing.

After the development of technologies and procedures for the direct communication be-
tween vehicles a number of applications has been proposed, too. These make use of
vehicular ad-hoc communication to increase driving comfort or safety. Especially ap-
plications that aim to increase the safety of a driver play an important role. In order to
foster these research efforts many car manufacturers as well as governments have come
together and tackle these tasks in several projects [NoW, PAT, PRe, DSR, C2C]. The per-
spective of research has thereby been broadened to additional applications. Comfort
applications for VANETs have been discussed. These deal with the flow of traffic for in-
stance, and often they use some form of data dissemination. Thus, in this context, our
contributions here are of immediate relevance. In this chapter, we describe the different
approaches dealing with information dissemination in VANETs. We show how they ap-
proach with the problems considered in this thesis and relate them to our work. Table 2.1
depicts a summary of the attributes of a vehicular network.
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Table 2.1: Characteristics of a VANET and its applications.

Type Characteristics

Specific goal of the application
• Safety
• Comfort

Type of transmission

• Unicast
• Multicast
• Broadcast
• Geocast
• Flooding

Participants of the network
• Vehicles only
• Vehicles plus infrastructure
• Infrastructure only

Requirements of the network
• Time constraints
• Reception reliability

Type of propagation

• Direct communication
vehicle-to-vehicle (V2V)

• Communication via infrastructure
vehicle-to-infrastructure (V2I)

• Hybrid approach
vehicle-to-X (V2X)

• Indirect
by the locomotion of vehicles

Requirements of the nodes
• Network or routing centric
• Application centric

2.1 Security

When speaking about applications for VANETs in a real environment questions about
security arise. Especially for safety applications it is vital that only accidents that really
happened are being reported in a warning message. But even in comfort applications it
is necessary to assure that only correct information on, e. g., the average speed on a road
is measured and transmitted.

A lot of studies thus analyze how security mechanisms can be used to avoid faked mes-
sages that corrupt the procedure of an application. For instance, it has been studied
how VANETs and aggregated messages in them can be made tamper-proof or resistant
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to cheaters [GGS04, JW04, RAH06, PRGI06, PZ08, IW08b]. Since all these questions are
largely orthogonal to the fundamental challenges how to disseminate messages and how
aggregates should be built, compared, and merged, their ideas can be combined with the
approaches of this thesis.

2.2 Routing vs. Information Forwarding

For the transport of information in a network routing protocols provide paths to forward
data packets towards a destination. It is thus consistent to analyze existing (unicast)
routing protocols in the context of VANETs. It has been worked out that these routing
techniques—which have been developed for Mobile Ad-Hoc Networks (MANETs)—were
not able to react sufficiently fast to the high mobility of nodes in VANETs. The main
reason was that a lot of control messages need to be exchanged between nodes in order
to map the topology. Due to the rapid change of the topology control messages are sent
again which is repeated constantly.

It was one major contribution to use position based routing approaches. The basis of
all these protocols is that they do not establish a topology based unicast route between
one sender and one receiver [MWH01]. Instead, these approaches make use of the
geographic position of nodes. Using simple greedy approaches protocols like Greedy
Perimeter Stateless Routing (GPSR) [KK00] or face-2 [Sto02] forward packets to a desti-
nation based on current local information at one node along the “route”. The number of
hops and the identity of forwarders might change from packet to packet. Nevertheless,
it remains a problem to find out at which geographic position the destination can be lo-
cated. Surveys which summarize the routing approaches of the last years can be found,
e. g., in [CVCAC06] or in [LW07].

As we have seen in Table 2.1 the unicast communication paradigm, however, is only
one out of many paradigms to transmit data. Unicast communication implies that there
are only two nodes involved. Considering VANET applications which require that many
nodes do receive a message, the unicast approach does not seem to be suitable. Rather,
data should be disseminated to the relevant receivers. If we consider a WLAN-like net-
work, transmissions are, due to the shared medium, always performed in a broadcast
fashion. Instead of limiting the number of receivers artificially, protocols that forward
messages should thus exploit this property.
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2.3 Information Dissemination

While VANET safety applications typically require information only from a relatively lim-
ited geographical area—the vicinity of the car—, this is not the case for many conve-
nience and driving comfort applications. For example, navigation systems could make
use of information on the current traffic situation in a larger surrounding. Another ex-
ample are VANET-based parking guidance systems; these distribute information about
the parking situation in an entire city. In this type of applications, information is coop-
eratively collected and shared within a large area, like a highway network or the road
network of a city. The information might be on traffic intensity and travel times, free
parking places, or any other parameter that can be observed by individual participants
and collected and distributed by a cooperative mechanism in the vehicular ad-hoc net-
work.

Distributing information over long ranges in a VANET is a very challenging task. It
can be fulfilled only when the inherent properties and limitations of VANETs are con-
sidered in all components of the system. Particularly relevant are i) connectivity and
ii) capacity constraints. Limited initial market penetration results in a very sparse net-
work. Even once a higher penetration ratio is achieved, network connectivity will often
be constrained, e. g., during low-traffic hours. Among other effects, limited connectiv-
ity directly affects the possible speed at which information can be transported over a
VANET, and hence directly limits the up-to-dateness of the shared information that can
be achieved.

Capacity constraints in VANETs are mainly due to the limitations of the shared wireless
channel. It is intuitively evident that the capacity of the network will not suffice to pro-
vide detailed and continuously updated information on every small-scale geographical
entity to all participants of the network. This is also underlined by known results on the
capacity limits of wireless multihop networks, first and foremost the seminal results by
Gupta and Kumar in [GK00]. The limited capacity necessitates mechanisms to reduce
the amount of information that needs to be transported through the network, by sum-
marizing and aggregating individual data items.

Four central challenges have been identified in the literature on long-range data dissem-
ination in VANETs:

• How to obtain the information, i. e., how to make local observations that can form
a data basis for the application?

• How to transport the information, that is, given that information is available at
some point in the VANET, how is it delivered to interested parties in other parts of
the network?
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• How to summarize measurements made by distinct VANET participants, given
that it is not possible to distribute all individual observations?

• How to aggregate information on larger geographical entities, considering the fact
that network capacity constraints do not allow for an arbitrarily detailed picture of
distant regions?

A basic sketch of a dissemination-based system is shown in Figure 2.1. Information is
collected from internal and external sources (i. e., from sensors in the car and potentially
also from roadside infrastructure) and is stored in a local knowledge base. The contents
of this knowledge base is made available to the application, and is furthermore shared
and exchanged with other cars by means of wireless communication. The amount of
data exchanged between cars is reduced by applying summarization and aggregation
techniques to the data in the knowledge base.

Application

Knowledge
base

Sensors,
navigation
system,... Summarization

& aggregation
mechanisms

Communication
medium

External
sensors

Figure 2.1: A dissemination-based VANET application.

Our discussion will roughly follow the structure given by the four questions posed above.
The next section will look at issues of and proposals for local data generation, before we
then consider protocol issues for data transport in Section 2.3.2. Sections 2.3.3 and 2.3.4
subsequently turn towards data representation and transformation aspects, for summa-
rizing and aggregating the collected information, respectively.

2.3.1 Obtaining Local Measurements

Before a dissemination-based VANET application can start to propagate and process
data, local observations (i. e., measurements of one or more local parameter(s)) need
to be made. In the discussion of data dissemination protocols and dissemination-based

9



Chapter 2 Car-to-Car Communication

applications, the aspect how these observations are made is often neglected—their ex-
istence is simply assumed, and the parameters to be disseminated are chosen in a more
or less straightforward way. However, a closer look reveals that generating local obser-
vations that are suitable for specific applications is often not that straightforward, and
that the choice of parameters to be transmitted in the network deserves careful consid-
eration. It heavily depends on the specific purpose, i. e., on the aim of the application,
and it is intimately interrelated with other design parameters concerning the protocol,
aggregation mechanisms, etc.

Sensors in vehicles The easiest way to obtain information is to use data provided by
integrated sensors in the vehicles. Many such sensors are already available and are used
for other electronic subsystems in the car. They provide information on environment
parameters like temperature, light intensity, position (GPS), speed, or road surface con-
dition (ice, water, etc.). More and more often, sophisticated devices and processing logic
are also able to provide information like the distance to preceding and successive ve-
hicles (e. g., from radar distance measurements), visibility distance, or traffic signs and
traffic lights (through camera pictures and image recognition techniques).

Reading the speedometer or rev counter alone can already provide important informa-
tion and may allow to draw conclusions on the current traffic situation. In order to im-
prove the accuracy and granularity of the information, it is possible to combine infor-
mation from multiple sources, a process often called sensor fusion. Nowadays, many
vehicle sensors are already connected to the Controller-Area Network (CAN), specified
in [Int03, Int04], and sensor readings can be obtained in a standardized way via this
channel. A system that integrates and combines data from different sources in order to
gain insight into the current road situation is discussed by Ozbay et al. in [ONG07]. In the
context of accurate localization, Boukerche et al. discuss sensor fusion in [BONL08].

The navigation system as an information source The majority of the VANET con-
venience applications discussed so far are more or less directly related to a navigation
system. Prime examples are again a distributed traffic information system for finding
routes with short travel times based on the current traffic situation and a system for
finding free parking places. From the perspective of information generation in VANETs,
the fact that more and more vehicles are equipped with a navigation system means that
more and more vehicles have a particularly powerful and sophisticated kind of “sensor”
at their disposal: a navigation system does not only have quite accurate position and
speed information available, but also detailed map data and information about the in-
tended driving direction. Unlike, for instance, a “bare” GPS receiver, a navigation system
is therefore able to provide position information on a higher abstraction level: instead of
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geographical coordinates, a navigation system knows the road ID, driving direction, or
even the lane (e. g., regular vs. turning lane).

Distributed traffic information systems like SOTIS [WER+03b] by Wischhof et al., Traf-
ficView [NDLI04b] proposed by Nadeem et al., or CASCADE presented by Ibrahim and
Weigle in [IW08a] often use vehicle position and driving speed as the underlying primi-
tive (which is then exchanged in more or less aggregated form). If the aim of the appli-
cation is to optimize the route choice based on the current traffic situation in the road
network, an alternative approach is to instead use travel times along road segments as
the local observations, as suggested by Goel et al. in [GIO04] as well by Xu and Barth
in [XB06a]—with the aid of a navigation system, this parameter is straightforward to ob-
tain locally. While individual (and quickly outdated) vehicle position information needs
further, non-straightforward processing before it can serve as a basis for a road network
routing algorithm, travel times along road segments can directly be used as an edge
weight in road network representation of a VANET-supported navigation system.

Both approaches may exhibit their individual benefits and drawbacks. However, aggre-
gation mechanisms, dissemination protocols, the interpretation of the values by the ap-
plication, etc., differ largely depending on whether highly dynamic, short-lived individ-
ual vehicle positions and speeds or more time-stable, cooperatively estimated average
travel times are shared in the network—the impact of the choice on other system com-
ponents is evident in this example.

External sensors It is conceivable to complement the built-in sensors in the vehicles
with additional, external information sources. These external sensors might, for ex-
ample, reside in the road pavement and count the number of passing-by vehicles and
thereby generate raw data for an analysis of the current traffic situation. Parking spaces
can be equipped with devices to sense whether they are currently occupied or not, as
presented in [PGP06] and [Mar08]. Often, it will not even be necessary to install new
sensing equipment, because the data is already available. For example, parking meters
may already know which parking places are occupied; induction loops are often present
to sense passing-by cars; the electronics controlling traffic lights are aware of the current
traffic light status.

Regardless whether new equipment is installed in order to supplement information col-
lected by the cars themselves or whether readily available, external information sources
are used, a way to communicate this data to the VANET is necessary. Typically, this will
happen by integrating external devices into the wireless network, such that passing-
by cars can communicate with them and thereby obtain the respective information.
Concrete scenarios of such applications are, for example, discussed by Caliskan et al.
in [CGM06, CBSM07].
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The VANET device as a “sensor” An interesting idea to complement the so far men-
tioned car-internal and -external information sources is to draw conclusions about the
traffic situation from observations concerning the VANET itself. Many proposed VANET
safety applications build upon periodic beacons. Such information messages, single-
hop broadcasted to all cars in the surrounding, can provide a fine-grained picture of
the local environment, and therefore serve as a basis for an estimation of the local traf-
fic density. Mechanisms in this direction are suggested, for instance, by Jerbi et al.
in [JSRGD07]. Using VANET-based local information exchange to derive information
about the local environment will, of course, be easier to implement once a substan-
tial fraction of cars is equipped with VANET devices; until then, information acquired
through periodic local presence announcements of VANET nodes will necessarily be in-
complete.

Prediction of parameters All above mentioned sensed parameters take only the cur-
rent situation into account. However, the authors of [CBSM07] point out that this will of-
ten lead to suboptimal results. They motivate this using a distributed application guiding
cars to parking sites with free capacity. Due to a limited information propagation speed
in the VANET, there will often be significant delay between the measurement and the ar-
rival of the respective information at an interested car. Furthermore, a significant time
span will typically elapse until the interested car is able to arrive at the parking place. A
driver will, however, not be interested in the number of free parking places at some time
in the past, but instead intends to maximize her individual probability that at least one
parking place is free upon arrival at the parking site.

In their approach, Caliskan et al. assume that each parking lot consists of a number of
parking places and has a central instance that is able to keep track about arrivals and
departures (e. g., a fee payment terminal). They propose to not only monitor the cur-
rent occupancy of each parking site, but also the current dynamics, expressed through
an arrival rate and the average parking duration. With these additional parameters avail-
able, cars can make predictions about the probability to find a free parking place at the
respective parking lot at the estimated time of arrival.

The central insight is of broader interest than just for a parking guidance application;
similar observations of course also hold for other applications. The aspect discussed by
Caliskan et al. therefore generally underlines that a holistic design of a VANET dissemi-
nation application makes sense: the nature of the information, the means by which it is
obtained, the way it is used by the application, and the way it is communicated from its
point of origin to interested parties are all interrelated.
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2.3.2 Information Transport

After obtaining information from different sensors, a local view of a car’s surrounding
can be created. However, not only the car that obtained this information will need this
data, but also other vehicles should be able to adapt their behavior based on this in-
formation. It is thus important to distribute the information to the cars interested in
it. In the following paragraphs we deal with the different methods for the transport of
information. In order to avoid misconceptions we define the terms broadcasting, flood-
ing, and beaconing as follows. Broadcasting is a single-hop transmission of a packet to
all nodes within radio range of the sending node. It is often used as a primitive to im-
plement flooding, which means distributing a packet over a range spanning multiple
wireless hops. The receiving nodes re-broadcast the packet and thereby deliver it to all
nodes in the network or to a subset thereof, for instance the nodes within a limited geo-
graphical region. Beaconing is the periodic transmission of information to all neighbors
within radio range. In a sense beaconing is periodic broadcasting. One single packet
transmitted by beaconing is called a beacon.

Protocols for Information Transport

Flooding Well known from its frequent use in MANETs, one way to propagate informa-
tion very fast is to use flooding. In a naïve implementation every node that receives this
information will simply rebroadcast it. To avoid infinite packet duplication, each node
will broadcast a given packet at most once. In addition a time to live (TTL) counter may
be used to limit the area where the packet is distributed. This naïve approach will trans-
mit a large amount of redundant packets, potentially leading to severe congestion. This
is known as the “broadcast storm problem” originally identified in a study by Ni et al.
in [NTCS99]. Many approaches have been proposed to deal with this problem.

In vehicular networks flooding is often used to disseminate traffic information messages
to other vehicles. The general procedure is that a vehicle—the source—detects an in-
cident or situation which should be communicated to other vehicles. The source thus
starts flooding this information. In the following paragraphs we deal with different ap-
proaches that aim to limit the number of concurrent packets within the network. The
common idea of all these methods is to influence the forwarding behavior of a forward-
ing vehicle, either by adapting the time when to forward the packet or by introducing
rules on whether a given vehicle should forward the packet at all.

In the approach of Tonguz et al. it is proposed to adapt the broadcasts used to realize
flooding depending on the density of the traffic [TWB+07]. When the traffic is dense not
every car needs to retransmit the message. Alternatively, the broadcasting of information
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can also be adapted to the covered distance. In the closer vicinity of the source the mes-
sage is repeated by many nodes. By overhearing ideally all or almost all nodes in close
proximity to these broadcasters will be informed. With increasing distance to the source
the frequency of broadcasts is decreased. Similar to this approach, in [BK06] Brønsted et
al. propose to use flooding only in the surrounding of the message’s source. This allows
to inform vehicles close by very fast without having to flood a packet into a large area.
Dornbush and Joshi rely in their study [DJ07] on techniques called “rumor spreading”,
“gossip”, or “epidemic” dissemination. Here, a node which receives a message stores it
locally and will forward it later to other nodes. Nevertheless, these techniques still use a
flooding like approach. In order to limit the number of transmitted messages, nodes will
decide to disseminate only the latest information. Also, approaches combining these
two ideas are possible. In [WHF+07], Wegener et al. propose to adapt flooding not only
to the density of nodes in the vicinity but also to the novelty of the flooded informa-
tion. Thus, a new event will trigger the creation of a new message. To meet the density
rate adaption criterion only few vehicles will further broadcast this newly generated in-
formation. While being forwarded the message gets older which results in a reduced
broadcasting frequency. By limiting the number of concurrent packets this scheme aims
to avoid the broadcast storm problem.

A slightly different scheme to limit the flooding of information is to let the receiver de-
cide whether to rebroadcast the packet at all. Chisalita and Shahmehri, for instance,
consider in [CS04] such an approach, albeit they primarily look at safety applications.
They assume that when a dangerous situation is detected a warning message will be
broadcasted. In contrast to simply rebroadcasting this message, a receiver of this data
analyzes whether it is interested in the warning. This could be the case if the receiver is
driving on the same road and in the same direction as the source vehicle of the message.
The assumption then is that if it itself is interested in the data other cars in its vicinity
might also profit from the message. The information is thus broadcasted again. This
approach may be leveraged by including additional information in the message to ease
the decision on which nodes are interested in the data. Ducourthial et al. present an ap-
proach in [DKS07] to add, e. g., geocast addresses to the message in order to facilitate the
analysis performed by a receiving node. By evaluating this condition it may then decide
whether to forward the message.

Similar to these schemes in [BSH00] Briesemeister et al. propose to take into account the
distance to the previous forwarding node. The further away a node is, the more likely it
will rebroadcast the received message. Nodes that overhear this transmission in between
these two nodes do thus not need to broadcast it. So as to determine the furthest node
explicitly Korkmaz et al. apply an RTS/CTS scheme for broadcasts in [KEÖÖ04]. After the
transmission of a “request to broadcast” all nodes in transmission range send a jamming
sequence called “black-burst” with a duration dependent on the distance between the
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sender and the node. The furthest node thus sends the longest burst and indicates by
sending a “clear to broadcast” that it wants to receive this broadcast packet.

In order to reduce the overhead of such a scheme Zhao et al. use a position based geocast
routing approach. In [ZZC07] they propose that the receiver decides—based on a local
neighbor table—to which node the message will be forwarded. Due to the usage of “di-
rected” broadcasts, nodes within the radio range can overhear the message. In an early
study of Kosch et al. it is proposed to extend the reactive routing protocol AODV [PR99]
likewise by some geocasting functionality as well [KSA02]. Messages containing infor-
mation on, for instance, current road conditions are disseminated within a given region.
The same authors also propose an approach where information is disseminated accord-
ing to a local interest rate. If a node is interested in this data it will also forward the
message. Although this approach is appealing because existing protocols can be used,
it might have scaling limitations in large networks where a lot of nodes are the source
of information. In order to deal with the distinct mobility patterns of vehicular networks
Sormani et al. suggest in [STC+06] to add a “store and forward” mechanism to the receiv-
ing nodes. Thus, the nodes contribute to transport the information by wireless transmis-
sions as well as by their own locomotion.

It should be noted that message spreading schemes where nodes decide whether to for-
ward information based on their own interest miss the opportunity to use vehicles that
are themselves not interested in the information for improved dissemination. This may
turn out to be a severe performance issue. For instance, it has often been observed
that using the oncoming traffic for information transport results in significantly bet-
ter performance—the oncoming traffic will, however typically not be interested in data
about the region it is coming from.

Williams and Camp aim in their study [WC02] to compare the different flooding ap-
proaches according to their performance and overhead. Although this study is done in
the context of generic MANETs the results can be helpful for VANETs as well. Their results
and conclusions underline the expectation that flooding approaches show very poor
performance in terms of congestion. The study considered only one flooding “stream”
starting at one single source. In a vehicular information dissemination scenario, infor-
mation flooding might be started by multiple nodes concurrently which would most
likely deteriorate the presented results further.

Request/Reply The transport of information in the context of vehicular applications is
not limited to solely proactive flooding approaches. If the information is not needed
by many users it is worthwhile thinking about reactive or on-demand algorithms. In
this case a vehicle will ask explicitly for specific information by transmitting a request
message. The final destination of this packet may be known, for instance if the user
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requests the current gas prices from the next gas station or asks a parking meter for a free
parking spot. The forwarding of this message may be implemented in different ways.

Zhao and Cao propose in [ZC06, ZC08] to forward request messages in a unicast fashion
by constructing an explicit route, while Basu and Little propose in [BL02, BL04] use posi-
tion based routing approaches. The reply message will then be returned similarly to the
request. Instead of asking for the information directly at the source, vehicles may also
ask other vehicles passing by whether they know about it. According to Sago et al. the
waiting time at a red traffic light may last long enough to fill up the local knowledge base
by querying other cars [SSHN07]. In most studies requesting is performed in an indi-
rect fashion by announcing the entries of the local knowledge base. A node that receives
this message can analyze if it is aware of information that is new or unknown to the re-
quester. Different techniques are proposed to implement these request mechanisms. In
Figure 2.2 an autonomous update process is depicted. In addition to this procedure it
is also possible to announce the local knowledge while other vehicles request explicitly
for an specific entry. In contrast to a unicast request-reply mechanism, Wegener et al.
propose in [WHF+07] a periodic single-hop broadcast requesting technique based on a
data structure similar to the one of the study mentioned above. Furthermore, by using
techniques to prevent overload of the network they suggest to adapt the frequency of
these requests depending on the traffic density.

In order to overcome the partitioning in VANETs Fujiki et al. propose in [FKUH07] to
make use of delay tolerant routing approaches. In this context request packets do not
need to follow a prebuilt unicast route but are geocasted to a certain region and can be
transmitted implicitly by the locomotion of vehicles. By doing this, different partitions
can be spanned. The transport of the reply message follows the same rules as the request
packets did.

It is worth stating that request/reply schemes face serious scalability problems. Due to
the well known capacity constraints in wireless multihop networks, as stated by Gupta
and Kumar in [GK00], the capacity usable by any source converges to zero as the size of
the network increases to infinity. Thus these approaches must take special care to limit
the request/reply exchange to vehicles that are close to each other or to employ some
other way to limit the load on the network.

Clustering In some situations it becomes obvious that flooding a message into a whole
network is not appropriate and will cause a high level of congestion. At the same time
request/reply schemes might not be appropriate, e. g., since the information is needed
by many nodes at the same time. It has therefore been proposed to replace the unstruc-
tured flooding of packets by some sort of hierarchical distribution using clustering.
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Figure 2.2: Implicit information exchange. In 1) two cars with different knowledge bases
meet. In 2) the left car propagates its own knowledge. By comparing this
announcement the right car can differentiate which entries it owns and are
thus needed by the left car. In 3) it transmits the missing entry. Finally, in 4)
the left car has updated its knowledge base.
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Little and Agarwal present the Directional Propagation Protocol (DPP) [LA05, ASL07,
ASL08]. In this approach the authors consider information dissemination along a high-
way. When the traffic is dense nodes within some region form a cluster. Within this clus-
ter messages are shared with all nodes of this cluster. In order to propagate a message
in one direction overlapping clusters are used to transmit the message. Clusters in the
opposing direction are considered as well to propagate the message. DPP adopts proce-
dures of a Delay Tolerant Network (DTN). If there is no overlapping cluster the propaga-
tion of messages is done simply by the locomotion of vehicles.

A dissemination approach that also makes use of clustering techniques is proposed by
Chang et al. in [CLC08]. If a car needs some information it forms a cluster. This ini-
tiates the clustering process. In order to transmit data to other clusters relay vehicles
connect two clusters. In a first phase information within one cluster is gathered using
a Time Division Multiple Access (TDMA) fashion. After the first—collection—phase all
cluster heads own the information of all vehicles within their cluster. In the second—
retrieval—phase this information is then sent back to the initiator of the first cluster, i. e.,
the requesting node.

Another cluster based approach is presented by Chennikara-Varghese et al.
in [CVCHO07]. Here, cars within a small region autonomously form a cluster.
Due to the close vicinity direct communication between those cars is possible. However,
communication to other vehicles or clusters has to be performed by relaying vehicles
that are part of several clusters. In the context of parking meter status dissemination
Basu et al. propose in [BL02, BL04] to use clustering approaches only within the group
of the static parking meters.

Sharing In [LM07] Leontiadis and Mascolo present an approach which is based on the
publish/subscribe paradigm. Messages are disseminated and kept in a predefined area.
If a node is interested in any type of message it can subscribe to this event locally. If a
messages is received by that node it can easily check if this matches its subscription or
not. Information is duplicated and these replica are transmitted to some nodes within
this area. If a node leaves this area the information is then transferred to a node which
moves into the area or remains within this area. The authors show in their study that the
number of duplicates can be dynamically adjusted and is in general lower than the num-
ber of subscribers. The main difference of this approach compared to the approaches
above is that information should remain in some area.

The approach proposed by Shinkawa et al. in [STK+06] follows the same general idea.
Vehicles possess information about their current area. If they leave this area the infor-
mation is discarded. But in order not to loose this information globally, especially if the
density of equipped nodes is low, the authors propose to use buses as “message ferries”
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which will not drop any received information. The motivation behind using these vehi-
cles is that they follow a regular and recurrent route covering multiple regions and are
thus able to supply other vehicles with information.

Beaconing In many VANET applications, time-varying data is announced periodically
by each node in form of a beacon. In this way the network load is limited to a fixed level
determined by the density of the nodes and the beaconing frequency. When receiving
such a one-hop broadcast nodes do not react on it with a new transmission directly.
They instead integrate the content of the message into their local knowledge base. With
the next beacon that they will send this information or a part thereof may then be further
distributed.

In order to maximize the information dissemination with the restriction of only few ve-
hicles equipped and without causing congestion in the network Xu and Barth propose to
adapt the rate of the beacons [XB06a]. With increasing distance and depending on the
average velocity of vehicles along a road the frequency of beacons to be transmitted is
adapted. Similarly, Fujiki et al. also present in [FKUH07] a mechanism that adapts the
rate of the periodic beacons whereas Wischhof et al. in [WER+03a] recommend to take
into account whether a different view of the traffic situation has arisen from the received
message. Additionally, Wu et al. analyze the environment of a vehicle in [WFGH04].
If new neighboring vehicles appear, a beacon is sent to update their local knowledge
base.

In [SFUH04] Saito et al. use a TDMA approach where one second is divided into ten
slots. The used slot is dependent to the current speed of a node which influences the
transmission interval of the periodic beacons. The idea is that if there is a traffic jam the
current speed will be low and thus only few beacons need to be sent.

Torrent-Moreno et al. present in [TMSH05, TMSH06, TM07] an approach to control the
channel load used by safety beacons and to provide a more reliable information trans-
mission to receivers close to the sender. Instead of varying the frequency of beacons like
in the above mentioned studies they propose to adjust the transmission power of bea-
cons. The goal is to diminish the risk of packet collisions respectively congestion and
thereby increasing the likelihood that beacons are successfully received.

Improving Network Connectivity

Oncoming traffic It has often been observed that making use of oncoming traffic for
information transport brings large performance benefits. Especially when information
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about traffic or road conditions is exchanged, it is vital to communicate the data to ve-
hicles driving far behind the region where the observations are made. Transportation
by the locomotion of the creator of the information and by other vehicles driving in the
same direction is thus not helpful. However, using oncoming traffic to forward the in-
formation can largely improve the performance of the system. For instance, Yang and
Recker as well as Agarwal et al. show this effect in [YR05] and [ASL07, ASL08], respec-
tively. Nadeem et al. even conclude in [NSI06] that it is efficient to use only cars going in
the opposite direction to disseminate information in a fast way.

Roadside Units Yang and Recker aim in [YR05] to answer two questions on informa-
tion propagation: what is the minimum necessary penetration ratio, and which other
requirements need to be met in order to disseminate (warning) messages faster than by
the pure locomotion of vehicles? The main focus here is whether it is possible to trans-
mit data quickly to distant regions with only few vehicles equipped. They conclude that
at least 20 % should use VANET technology. However, the results depend significantly on
the communication range.

Independent from any specific penetration ratios or equipment densities, however, Yang
and Recker make the—later often confirmed—observation that especially during roll-
out, when very few vehicles are equipped, extra measures ensuring connectivity to some
extent will be necessary for many applications. They suggest to analyze the impact of
additional infrastructure—road side units. Such infrastructure devices have appeared
in many different flavors in the literature. In [GBMY97] Goodman et al., for instance,
suggest that external information such as gas prices may be provided via “information
kiosks”, or simply by a WiFi access point. Other terms that have been used in the liter-
ature include “(stationary) supporting units” and “roadside units (RSUs)”. Here, we will
use the latter term.

RSUs may generally be either stand-alone devices that communicate only with vehi-
cles via wireless communication, or they may be interconnected via a backbone net-
work, which in turn could be realized either by wired or infrastructure wireless (GSM,
UMTS,. . . ), or via a mesh network of the RSUs. Essentially, their purpose is always to
connect the VANET to external information sources, or to increase connectivity and/or
capacity of the network. In [ZZC07] Zhao et al., for instance, propose to use supporting
units at road junctions. When installed at traffic lights these devices are able to receive
information by passing by cars and will inform newly approaching vehicles with this
data.

The idea to use this kind of infrastructure devices is not new. Back in 1964, Covault and
Bowes presented in [Bow64, CB64] results from a testbed using roadside radio communi-
cations. They analyzed if it is feasible to install RSUs in order to provide the drivers with
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additional information and to exert traffic control. Besides the technical challenges of
such a system, user acceptance and cost are questioned. Although the technical prereq-
uisites were quite different the goals of the roadside units were comparable to the ones
discussed today. Different incidents were tested that had some influence on safety or
traffic flow. Radio devices installed in the cars received the messages from the roadside
units when passing by. In contrast to digital data messages used today, they used spoken
messages output via a loudspeaker.

In [BCTL08] Banerjee et al. theoretically analyze the performance of different kinds of
supporting units. In particular, they consider backbone-interconnected RSUs or base
stations, a mesh network of RSUs, and stand-alone RSUs. They compare the number of
stations necessary to keep the packet delay low. One conclusion is that a lot (5–7 times)
more stand-alone RSUs are needed in order to achieve the same performance as with
interconnected base stations. Banerjee et al. use an abstract, random node movement
model. For stand-alone RSUs, node movement is important to deliver information to
more distant regions. In real VANETs, nodes often move preferentially in one direction
(e. g., towards the city center during morning rush hour). As mentioned above, typical
long-range dissemination applications require that information travels against the main
movement direction. Interconnected RSUs can meet these requirements and quickly de-
liver information to distant regions—much more effectively than stand-alone RSUs can.
Therefore, in real VANETs, the performance benefit of networked RSUs can be expected
to be even larger.

The concept of RSUs is of course not restricted to being used with beaconing-based dis-
semination schemes. In [CVCHO07], for example, Chennikara-Varghese et al. analyze
how stand-alone or interconnected RSUs provide easier communication between clus-
ters of vehicles. Here, RSUs are basically access points placed at the road side, which
participate in the clustering protocol.

Algorithms for the Decision on What to Transport

While discussing how to transport information within the network, in many studies it is
also considered which parts of information or which messages should be transmitted.
In many studies relevance functions are used to order the available information with re-
spect to its novelty or importance. Caliskan et al. use in [CGM06] the age and the distance
to a resource for their relevance function. In [DJ07] Dornbush and Joshi classify the re-
ceived messages according to their “significance”. When transmitting local knowledge to
other vehicles, a message is filled until the maximum packet size is reached. This keeps
the message size at a fixed level and avoids network congestion. Other metrics to decide
which part of the local information should be transmitted are proposed as well. In the
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study of Saito et al. the authors suggest to use different approaches [STUH07]. In a prob-
abilistic selection method no ordering of the information is performed but the data to be
sent is determined in a purely random fashion. They also propose to order the informa-
tion based on its age. Where other authors only make use of the newest and thus most
current information, in this study it is also considered to propagate older information in
order not to loose it.

Fujiki et al. assume in [FKUH07] that information about the vicinity of a vehicle is re-
quired more often than about distant region. It is hence useful to transmit these data
more frequently. In [AEK+06, AESS06] Adler et al. suggest to compute a global message
benefit of a message to be sent. This benefit is used to parameterize the medium access
procedure. Since a highly relevant message should be sent first, the contention phase
is modified in order to prioritize the message. This is performed by adapting the size
of the contention window. However, in an environment with many transmissions and
considering a more realistic (probabilistic) radio propagation model Torrent-Moreno et
al. showed in [TMJH04] that such a prioritization method would most likely not achieve
the desired effects.

An implicit or soft-state approach to share information only in a bounded area is pre-
sented in [XOW04]. Xu et al. assume that if two vehicles meet they will exchange their
local knowledge. In order to limit the size of the information only the newest entries are
transmitted. On the other hand, by adding new information to the local knowledge base,
existing data will age and die out after some time.

Apart from being able to map position information to logical entities in the road network,
the (static) parameters of the road network known by a navigation system (like, e. g.,
typical speeds on individual roads) may also be of great use when generating data that
is helpful in VANET applications. It is a design option to inform other vehicles only in
case of significant deviations from “typical” values. For example, a traffic information
application might report travel times only if they are significantly different from what
would usually be expected on the respective road. This has, for example, been proposed
in [GIO04] and in [DJ07] by Goel et al. as well as Dornbush et al., respectively. Such an
approach can potentially save significant bandwidth. In order to judge locally whether
such a deviation currently exists, the respective travel times from the navigation system’s
static map data may serve as a reference.

However, there is a general problem with such “minimalist” approaches, which transmit
information only under specific circumstances: in case no information is received, it
is not clear whether this is due to the fact that the situation is “normal”, or if there are
simply no current measurements, so that nothing is known. Again, depending on the
way the information is used and interpreted by the application, this may be acceptable
or not.
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2.3.3 Summarizing Measurements

So far, we looked at how local measurement data can be obtained, and we saw quite a
number of approaches how this information can be transported to interested receivers.
However, distributing all individual measurements made by all cars to all recipients who
are interested in the respective road or area may be theoretically conceivable—but it
is evident that this cannot scale. Therefore, mechanisms are required that reduce the
amount of data dynamically and within the network—while the environmental parame-
ters monitored by the system vary, while the positions of the cars and network topology
continuously change, and while data is being exchanged wherever opportunities arise.
In the remaining part of this chapter, we thus now focus on the problems of summarizing
and aggregating measurement data.

In VANET dissemination applications, it is often the case that multiple measurements
on the same or on closely related observed entities are available in the network. For
instance, multiple vehicles may have traversed the same road segment, each of them
measuring its own individual travel time. Or multiple vehicles may have obtained in-
formation on the current occupancy level of a parking site, but they may have done so
at slightly different points in time. When such data—referring to the same entity, but
to different observations—“meet” in the network, capacity limitations suggest that they
are “merged” in some way. If they are combined into one single value, it is not neces-
sary to store two individual values locally. Much more importantly, however, it is then
also not necessary to transmit two values when information is exchanged between net-
work participants. The aim of the combination operation is to generate one single data
item which reflects the known information as good as possible. We call this process of
combining multiple observations summarization.

A close relative of summarization is aggregation, and the distinction between those two
is not always perfectly clear in the literature. In our terminology, aggregation means that
data concerning different entities are combined into one value. The intention of aggre-
gation is to produce coarser data representations of areas in larger distances, which can
save even more bandwidth than combining multiple measurements of the same param-
eter through summarization. We will discuss aggregation in the next section.

Blind averaging In the simplest form of the data summarization problem, a device par-
ticipating in the VANET is confronted with two distinct values for one and the same pa-
rameter (i. e., for the number of free parking places on a specific parking site, or for the
time needed to travel along some specific road segment): one of the value may be stored
in its local knowledge base, another value is obtained from some information source.
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For example, the car may have made an observation of the parameter itself and it may
have received the respective value from another car.

Unless additional information like, for instance, a timestamp is stored and communi-
cated along with the data, it is not straightforward to decide if the current value in the
knowledge base should be updated or not. In [XB06b] Xu and Barth discuss the problem
of data summarization in the context of measuring travel times along road segments.
They establish fixed ten minute time slots, and summarize the travel time measure-
ments on the same road segment falling into the same time slot. In the first approach
they suggest, when the travel time along a road segment is received from another car,
the received and local values are averaged, and the average value is stored in the knowl-
edge base. However, it turns out that this approach does not perform particularly well.
The problem is that measurements made early during a time slot will dominate the dy-
namically updated average. When additional measurements are made later on, the early
values are already known to many cars, so that they are often received. Therefore, the
new measurements are quickly canceled out through repetitive averaging with the old
values.

Timestamp-based comparison This problem motivates to complement the measure-
ment values by timestamps. When a car makes an observation, it stores not only the
observed value in its knowledge base, but also the current time. When the data is trans-
mitted to other network participants, the timestamps are sent along with the values.
A straightforward “summarization” mechanism—actually one that is often used in the
literature—is to replace older measurements by newer ones, based on comparing the
timestamps. Such an approach assumes that contributing entities have sufficiently ac-
curately synchronized clocks available. This is not unreasonable since VANET-enabled
cars will typically use some geopositioning system like GPS anyway. These systems can
serve as a highly accurate time source, and therefore the requirement of synchronized
clocks is not too severe a constraint.

A timestamp-based comparison mechanism certainly avoids that old measurements
persist in the network and dominate newer, more up-to-date data. However, it also
means that the value in the knowledge base of each car will always stem from one single
observation. Whether this is a problem or not depends on the application; in particular
it depends on the specific data source: in a system like the one proposed by Caliskan et
al. in [CGM06], where fixed infrastructure (here, at parking sites) generates virtually ex-
act measurements, newer values will indeed always describe the current situation better
than older ones. Thus, in this case, replacing old measurements based on newer ones is
certainly appropriate, and is an easy way to achieve good data quality.
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In other situations, however—especially when the measurements are noisy—keeping
only the most up-to-date value is not a good idea. When measuring link travel times
through direct observations by the cars, influencing factors like individual driving style,
traffic light phases, etc., may cause large variations. One individual measurement may
therefore not reflect the actual situation very well.

Timestamp-based averaging Xu and Barth propose in [XB06b] two improved alterna-
tives to the blind averaging scheme discussed above, in which they obviate the averages
being dominated by old, but widespread measurements on the one hand, but also avoid
to discard old data completely upon availability of new observations. Both algorithms
assign timestamps to values, essentially in the way discussed above. The first approach
is based on assigning the older value a lower weight upon averaging: when a new ob-
servation is made or when a value is received from another car (regardless whether its
timestamp is newer or older), a weighted average is calculated, where the older of the
two values is assigned a lower weight than the newer one. Xu and Barth found that good
results are achieved when the two weights are chosen as 0.8 and 0.2.

As their third approach, they propose to update the values in the local knowledge base
only when the car itself makes a newer observation. Other cars of course still assist in
distributing the averaged values. In their scheme, vehicles store the number of samples
in the current time slot so far, denoted by n, the timestamp T of the latest observation
that contributed to the value, and the average travel time value v itself. A newly observed
value o of the parameter can then—in the observing car itself—be integrated by an ap-
propriately weighted average, generating the new value v ′, in the following way:

v ′ = 1

n +1
(nv +o) .

When such an update is performed, T is updated to the current time, and n is increased
by one. The parameters n and T are communicated to other cars along with the current
average value. When data is received from other vehicles, based on the timestamp T
either the local value or the received value is kept; the older of the two is discarded.

This scheme ensures that each sample is included only once in the summarized values,
and that all the measurements contributing to the average value have the same weight.
It may still happen, though, that observations made by a car and locally included in the
value are lost in later steps. This occurs in the following situation: assume that a car
A makes an observation and includes it into its local knowledge base. In the course of
this operation it also updates the associated timestamp. A short time later, car B has
not yet received the data updated by A, but itself makes an observation of the parame-
ter, and integrates it into its respective local value. The data in B ’s local knowledge base
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Figure 2.3: Per-segment vehicle velocity summarization in SOTIS.

does not contain the observation made by A, but it bears a newer timestamp. When
these two data items are subsequently exchanged in the network and compared for up-
to-dateness, B ’s data will “win” and replace A’s data, thereby overriding the update oper-
ation made earlier by A. Consequently, A’s contribution will be lost. Despite this effect,
Xu and Barth find that out of the three schemes they propose, this approach yields the
most accurate representations of the exact travel time values.

Road-segment averaging A different variant of an averaging scheme is used in SO-
TIS [WER05] by Wischhof et al. The general mechanism applied there for summariz-
ing information from multiple sources is called Segment-Oriented Data Abstraction and
Dissemination (SODAD). SODAD is based on a subdivision of longer roads into seg-
ments. The road segments are hard-coded, so that all vehicles agree on the same set
of segments, and each segment can be addressed with a unique ID. Locally, individual
measurements are exchanged between the vehicles, so that a typical vehicle will be able
to collect multiple samples from its immediate vicinity. For disseminating information
to further away network areas, vehicles combine the samples they have for the road seg-
ment they are currently driving on. Upon generation, the per-segment values are as-
signed a timestamp—the time when the summarization has been performed. When they
are disseminated in the network, the timestamp determines whether the value currently
in the knowledge base or a newly received value are kept.

Wischhof et al. state that the function determining how exactly the individual samples
are combined into a per-segment summary is application-dependent. In the concrete
case of SOTIS, the application is based on exchanging information on the velocity of ve-
hicles. The measured parameter is therefore the current driving speed. For summarizing
the velocity information of multiple vehicles into a per-segment value, the average value
is calculated. This is schematically shown in Figure 2.3.
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A concept exhibiting some parallels with SODAD is outlined by Brønsted et al. in [BHK05,
BK06] in the LIWAS context [LIW]. The Zone Diffusion Protocol described there also di-
vides the roads into so-called “cells”, and uses an application-specific data combination
policy to merge observations made on the same road cell. As an example application
the paper considers a road condition dissemination application, and suggests to use a
conservative estimation policy: in case the information on the road condition for a cell
diverges, the worst case is assumed, i. e., if one measurement classifies the road as icy
will some other car considers it dry, it is conservatively assumed to be icy.

2.3.4 Geographical Data Aggregation

The summarization techniques discussed in the previous section allow to compare and
merge data from multiple observations concerning the same parameter, like the current
driving velocity on the same road segment in SOTIS or the number of free parking places
on the same parking place in the parking guidance system by Caliskan et al. in [CGM06].
Thus, summarization allows to keep the amount of data per measured parameter (park-
ing lot,. . . ) constant. In larger road networks—for instance in a whole city or a network of
highways—, there will, however, still be a huge amount of data left: the number of road
segments in a city, for example, is high, as is the number of parking places in a city. Gen-
erally, if observed parameters are homogeneously distributed over the area of the net-
work, then their number will increase quadratically with the covered radius. The limited
bandwidth available for dissemination applications in VANETs will therefore not allow to
continuously spread such detailed information over long distances, always maintaining
a fine-grained picture in the whole network.

To overcome this limitation, it has been proposed to use in-network data aggregation
techniques, which aim to combine the current values of multiple parameters into one
single aggregate value. Such an aggregated value could be the average speed on a longer
part of a highway, or the total number of free parking places in a larger part of a city. In
this section, we will discuss data aggregation schemes for VANETs.

Clustering groups of similar vehicles The TrafficView [NDLI04a, NDLI04b, DND+04]
system by Nadeem et al. aims to facilitate distributed cooperative traffic monitoring of
the highway ahead of the vehicle. While this goal is similar to that of SOTIS, TrafficView
manages data on the current position and speed of individual vehicles rather than on av-
erages for road segments. Because the amount of this data soon exceeds reasonable lim-
its, an adaptive aggregation mechanism is used. Locally each car stores a list of vehicle
IDs, positions, and speeds. Upon transmitting information to neighboring vehicles, the
size of the transmission is limited, and therefore mechanisms are introduced to reduce
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position: 4position: 8position: 14position: 17

TrafficView Aggregate
weighted average position: 9.96
weighted average speed: 47.2
minimum timestamp: 12
vehicle IDs: 1, 2, 3, 4

speed: 43speed: 48speed: 52speed: 47

ID: 4ID: 3ID: 2ID: 1

time: 16time: 15time: 16time: 12

Figure 2.4: An aggregate over four vehicles in TrafficView; the calculation of the weighted
averages here assumes that the aggregating vehicle is at position 0.

the amount of data while at the same time conveying approximate information about as
many vehicles as possible. In their transmissions, TrafficView nodes therefore use aggre-
gate records. Aggregate records describe not single vehicles, but groups of vehicles with
similar properties.

An aggregate record in TrafficView consists of one speed, position, and timestamp value,
along with a list of vehicle IDs. This saves bandwidth for transmitting separate values
for each individual vehicle. The speed and position values in the aggregate record are
weighted averages over the respective parameters of the vehicles in the record. An aggre-
gate is schematically shown in Figure 2.4. TrafficView proposes aggregation algorithms
that are parameterized for regions of the road ahead. The most important input param-
eters are an aggregation ratio, indicating how many vehicles should be combined into
one aggregate, and the amount of data that may be transmitted for a given region. Based
on these parameters TrafficView then aggregates appropriate values.

The CASCADE scheme [IW08a, IW07] proposed by Ibrahim and Weigle shows some sim-
ilarities to TrafficView’s aggregation approach. It also distributes information on indi-
vidual vehicle positions and velocities with the aim to support dynamic route planning
by networked navigation systems. CASCADE uses syntactic compression on clusters of
similar vehicles, where similarities again means similar position and speed. Groups of
vehicles are summarized in one record, where the amount of per-vehicle data within the
record is minimized.

CASCADE vehicles have detailed information about individual vehicles in their neigh-
borhood, so called “primary records”. The entirety of the detailed knowledge of a vehi-
cle is termed “local view”. The vehicles on which information is available are grouped
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position: 4position: 8position: 14position: 17

CASCADE Cluster Record
center position:  10.75
median speed: 47.5
compact record: ID 1, rel. pos. +6.25, rel. speed -0.5
compact record: ID 2, rel. pos. +3.25, rel. speed +4.5
compact record: ID 3, rel. pos. -2.75, rel. speed +0.5
compact record: ID 4, rel. pos. -6.75, rel. speed -4.5

speed: 43speed: 48speed: 52speed: 47

ID: 4ID: 3ID: 2ID: 1

Figure 2.5: An aggregated cluster record in CASCADE.

into clusters depending on the distance from the local vehicle, their heading, and their
altitude. The per-vehicle data in the cluster records is then compressed by expressing
vehicle coordinates and speed relatively to the cluster center and the cluster’s median
speed. Consequently, an aggregated cluster record contains the (absolute) cluster posi-
tion and speed, and one “compact record” (with coordinates relative to the cluster) per
vehicle in the cluster, as it is shown in Figure 2.5. Aggregated information is distributed
over longer distances. When aggregates records are received, they are incorporated into
the “extended view” of the receiving vehicle.

SOTIS, TrafficView, and CASCADE share a number of similarities. All three systems col-
lect information on position and speed of vehicles, and all of them combine information
on vehicles with similar parameter values. None of these systems supports hierarchi-
cal aggregation of information on a whole road network, i. e., information on distinct
roads is never combined. Thus, they are borderline cases between summarization and
aggregation. Here, we decided to classify SOTIS’ mechanisms for data reduction as sum-
marization, and TrafficView’s and CASCADE’s as aggregation, because SOTIS considers
vehicle data as samples of the same parameter—the velocity on a road segment—, and
then summarizes these samples. In TrafficView and CASCADE, in contrast distinct vehi-
cles are consequently treated as distinct observed entities.

Distributed data clustering In their StreetSmart system [DJ07], Dornbush and Joshi
tackle the problem of a distributed traffic monitoring system from a different angle. In
StreetSmart, each vehicle records samples—essentially position and speed—along its
own movement path. Individual position data in StreetSmart is represented by a road
ID and an offset (i. e., position) along the road.
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These samples are not exchanged between vehicles; they are locally aggregated using a
data clustering mechanism with an application-tailored similarity measure. This mea-
sure depends on i) the road the measurement was made on, ii) the position along the
road, and iii) the current speed. It is used to identify groups of samples which exhibit
unexpectedly low speeds on the one hand, and are otherwise similar in terms of the
above mentioned criteria. If clusters exhibit a speed which is not typical for the respec-
tive road, traffic congestion is assumed to exist. Clusters for which this applies are then
communicated to other network participants, abstractly described through their cluster
centroids.

So, while StreetSmart also uses clustering of similar data sets, these data sets are posi-
tion/speed samples collected over time from the same vehicle, while the previously dis-
cussed systems TrafficView and CASCADE aggregate position/speed records from differ-
ent vehicles.

Aggregation over hierarchical areas The approaches discussed so far aggregate data
from multiple vehicles, or multiple measurements consecutively made by the same ve-
hicle. They are therefore able to significantly reduce the amount of data to be exchanged.
However, they alone are not sufficient to fully overcome the scalability problem, for two
reasons. First, they can sensibly combine only data from the same road, driving in the
same direction. So, the total amount of data in the network still quickly increases with
the size of the covered road network.

The second and probably even more important reason is that the amount of data for
a complete picture still increases with the number of vehicles: in TrafficView and CAS-
CADE, the aggregates contain lists of the IDs of included vehicles. So, there is a reduction
of the number of bytes used per vehicle, but the size of the aggregates still grows linearly
with the number of contained data items. In StreetSmart, local measurements are clus-
tered, but each car distributes its centroids in the complete network, without further
aggregation; therefore, also there, the amount of data increases with a larger number
of vehicles (or, equivalently, a larger covered area). We will thus now look at proposals
where the size and count of aggregated data representations is independent from the
number of measuring vehicles, and where the amount of data does not increase linearly
with the covered area (or with the number of road in the covered area).

The first approaches which achieve such a behavior have been proposed by Caliskan
et al. in [CGM06]. In this work, area-based aggregation models are used: with increas-
ing distance, measurements from larger and larger areas are combined into aggregated
values. The decentralized parking guidance scheme described there uses such an ag-
gregation scheme. Local infrastructure at each parking site is used to locally summarize
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Figure 2.6: A quadtree.

information on the overall occupancy of the parking site. This is founded on the as-
sumption that larger parking sites will typically have infrastructure for payment and/or
admission installed anyway. Such infrastructure already has an up-to-date overview of
the occupancy level of the site, so potentially noisy measurements conducted by the ve-
hicles themselves are unnecessary.

The “atomic” information on the current occupancy status of a single parking site is
handed over to passing-by cars, and is subsequently passed on between vehicles. Within
the network, aggregates are formed. They serve as a compact representation of the park-
ing situation in larger parts of a city, by describing the total number of free parking places
on all parking sites within some larger area. A fixed subdivision of the city is used, de-
fined by a quadtree over the two-dimensional plane. A quadtree is a hierarchical subdi-
vision of the plane into smaller and smaller squares, as indicated in Figure 2.6. Within a
certain radius, information on all individual parking sites is exchanged in the network; at
larger distances, only aggregate values are used. These aggregate values become coarser
and coarser the more distant the described area is. The motivation for hierarchical ag-
gregates is clear from the application focus: at a larger distance, it is sufficient to know
about the approximate situation and the coarse direction where parking places can be
found. It is not necessary to know the detailed occupancy level of all parking sites. The
closer a car gets to its destination area, the more fine-grained the information gets, so
that a decision for one specific parking site can finally be made.

Vehicles form aggregates of the lowest level (i. e., the cells in the smallest quadtree
grid) by adding up the number of free parking places known in the area. That is, if a
vehicle has received atomic information from a number of parking places in the same
quadtree cell, it may generate a lowest-level aggregate. Aggregates for usage at again
larger distances use the higher levels of the quadtree hierarchy. They are generated from
aggregates of the next-lower level, by adding the respective numbers of free parking
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places from the four component sub-aggregates. So, larger aggregates are hierarchically
created from smaller aggregates.

An aggregate essentially comprises the ID and hierarchy level of the respective quadtree
cell, a timestamp, and the total number of free parking places. Thus, each aggregate has
the same size, regardless of the size of the area it covers and of the number of parking
sites within that area. Consequently, for an increasing aggregation level—and thus with
increasing geographical distance from the described area—the amount of data per cov-
ered area decreases.

Comparing and merging hierarchical area aggregates In the previous section we saw
that by using timestamps it is easily possible to keep only the most up-to-date value
observed for some parameter, discarding older measurements. This is possible because
the up-to-dateness can be compared based on the timestamps. Unfortunately, this is not
possible for aggregates describing more than one parameter. Observe that an aggregate
generator—a car in the network—will typically not have “perfect” (i. e., complete and
fully up-to-date) information available for the generation of the aggregates. Typically,
it is not even required that a car has complete coverage of the underlying information;
aggregates may even be formed when parts of the underlying data is missing. Therefore,
aggregates will also not be “perfect” representations of the current situation in the area
they cover, but only the best possible approximation based on the current knowledge of
the generating node. Thus, if different nodes generate aggregates for the same area, these
aggregates will typically be based on different, but partially overlapping information. For
example, one node may have more up-to-date knowledge about one part of the underly-
ing data, and another node’s information is better with respect to some other sub-area.
The fundamental issue that therefore arises is that the completeness and up-to-dateness
of aggregates can not be expressed through a single timestamp. A data structure describ-
ing the set of contained information and the respective timestamps is obviously also not
an option, because it would compromise the aim of an aggregate size which does not
grow with the amount of data contained.

Summarization and aggregation mechanisms deal differently with this problem, but typ-
ically they resort to using some kind of “best guess” heuristic timestamp. For example,
SOTIS uses the time of aggregate generation as a timestamp for the aggregate; obviously,
however, it is well possible that a node with old and incomplete information generates
an aggregate, which is then considered more up-to-date than a slightly earlier generated
aggregate with a more solid and (at least for the most part) more up-to-date basis. The
aggregate timestamp generation schemes for TrafficView (where the timestamp of the
oldest observation included) and Caliskan et al.’s parking guidance system (which cal-
culates the average timestamp of the components used for aggregation) exhibit similar
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artifacts; there, too, situations are easily constructed where aggregates with quite com-
prehensive and up-to-date coverage are assigned an older timestamp than aggregates
with a much weaker information basis.

The quadtree-based approach used in [CGM06] allows for an easy way of addressing ar-
eas and their hierarchy. But it has the drawback of not considering the topology of the
underlying city: the same quadtree field may include areas which are barely connected
in the road network, and the properties of which may largely differ—for instance, areas
on two sides of a river or a railway. They argue that aggregation areas should follow the
topology of the underlying road network, and give a generic formulation of an aggrega-
tion hierarchy, along with some hints on how it should be designed to allow for effective
sketch-based aggregation.
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Chapter 3

Simulator Interlinking for Car-to-Car
Communication

We have shown in the previous chapter that the development and evaluation of appli-
cations for vehicle-to-vehicle communication plays an increasingly important role, both
in scientific and industrial research. These applications aim at enhancing traffic safety,
driving comfort, and in-car entertainment. The common development cycle for these
applications oftentimes starts with a theoretic and abstract description of the problem.
By splitting the problem into several sub-problems a refining process is performed. At
the end of this procedure an implementation of a prototype will be achieved. However,
in order to reveal hidden challenges or design flaws a detailed simulation evaluation step
preceding the actual implementation is performed more often than not.

In order to cover the whole spectrum of parameters diverse studies are commonly con-
ducted. Each study is focused on a specific detail of the implementation or process.
To model this, various simulators are used. The simulators are built just for one spe-
cial purpose which can be evaluated in great detail while abstracting from the reality in
many cases. Conducting multiple simulation runs with different specialized simulators
does, however, not allow a holistic evaluation. In the case of a VANET for instance it
is thus not possible to take into account the exact transmission of data packets while
moving vehicles in a realistic manner. Up to the present, many studies use movement
patterns that are created by vehicular traffic simulators and are stored in traffic log files.
In a second step a network simulator is used to model the algorithms employed for rout-
ing data packets through the VANET. It uses the traffic log files generated by the traf-
fic simulator to “move” the nodes during the simulation. Realistic implementations of
applications are also waived and replaced by some artificial stochastic or deterministic
processes within the network simulator.

One key disadvantage of this approach is the inability to modify the vehicular traffic data
in response to application layer events. No matter what happens at the application layer,
the movement of a vehicle will remain the same. There is no way for an application to
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change the behavior of a vehicle during runtime, e. g., to reduce the velocity of a car
or to make a turn at a junction. This significantly reduces the level of realism for key
applications such as navigation systems which in reality do influence the movement of
a vehicle.

So as to solve this problem we propose to interlink different simulators for network
simulation, traffic simulation, and application simulation. This will establish an inte-
grated simulation environment or meta-simulator that goes beyond existing simulator
coupling approaches like [HA04] or simple downstream simulators like [XMKS04]. This
environment allows to do holistic evaluations of VANET applications or protocols. In
order to develop this meta-simulator, two main challenges need to be dealt with: first,
how to communicate between the simulators without encountering major performance
losses and second even more critical, how to ensure (simulation) time synchronization
between all participating simulators.

3.1 Architecture

The aim of our simulator coupling is to enable a holistic evaluation of VANETs with the
ability to tune each ’adjusting screw’ of all involved simulators. As depicted in Figure 3.1,
the architecture comprises one simulator each for vehicular movements (VISSIM), ap-
plication behavior (MATLAB/Simulink), and network functionality (ns-2). Although the
architecture is presented in accordance with the aforementioned tools, it is not limited
to these simulators and can be enhanced by several other tools. A helper application
(Simulation Control) is present to encapsulate control messages and enables cross op-
erating system interaction between simulators. In a setup Tcl-script the parameters like
IP-address of the Simulation Control, the name of the scenario plus the usual parameters
to conduct a network simulation like simulation time are set.

To avoid immoderate overhead the central element of the architecture is built by the net-
work simulator. It controls the interlinking process and handles the timing of the simula-
tion. At startup the network simulator is initialized with the parameters of the simulation
(e. g., algorithms to be used, complete simulation time, etc.). As a first task the network
simulator contacts the traffic simulator via the Simulation Control by sending the name
and setup of the scenario. The traffic simulator then opens a corresponding scenario file
and returns the geographical dimensions of the scenario. After the initialization process
the network simulation starts. At the same time the traffic simulator starts its simulation
as well and performs a single simulation step. The traffic simulator is then asked peri-
odically for movement data of each simulated node. At any time it is ensured that the
network simulator is able to modify the behavior of any node by sending a message to
the traffic simulator.
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Figure 3.1: Schematical representation of the simulation environment.
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Supplementary to the network and traffic simulators we integrate a simulator for appli-
cation specific functionality. One reason for this is that many vehicle manufacturers use
simulators to evaluate the functionality of applications for vehicles. Our architecture al-
lows this simulation to serve both as a source of data packets and for determining when
a driver changes her behavior (e. g., due to an emergency warning). Data packets that
have reached their destination are handed to the application simulator and can then be
processed by the simulated application. The application decides how to react on this re-
ceived packet: it may modify the behavior of a driver or generate new data packets. Both
information is handed to the network simulator again. Information on driving behav-
ior is forwarded to the traffic simulator while additional data packets are handled by the
network simulator itself.

3.1.1 The Network Simulator – Central Module

In the research community multiple distinct network simulators are employed. We de-
cided to use the freely available and widely used open-source simulator ns-2 [ns2]. As
stated above the architecture of the coupling allows to use other network simulators as
well.

To enable the simulator interlinking, a wrapper class called Synchronize was imple-
mented for ns-2. This class is responsible for the synchronization between all interlinked
simulators. At the startup of the simulation a Tcl-object of this class is created and the
connection to the traffic simulator is established. After this initialization phase the net-
work simulator itself is instantiated. In order to adapt the simulator coupling to the dis-
crete event simulator ns-2, control events are scheduled that trigger the interaction with
the other simulators. After the expiration of an event a request for new movement data
is sent to the traffic simulator. This process is periodically repeated. Depending on the
application the time granularity between two movement requests is important. It can
thus be set and changed dynamically.

3.1.2 The Traffic Simulator

Specialized traffic simulators facilitate the analysis of vehicle movement notably. The
most common tools for the simulation of traffic use a distinct mobility model in or-
der to map the reality as precise as possible. The VISSIM simulator by PTV AG [PTV]
is based on the Wiedemann car-following model [Wie74] and is also able to simulate
pedestrian dynamics based on the Social Force Model [HM95]. It includes, for exam-
ple, multi-lane traffic, traffic lights, and different types of vehicles. It also takes realistic
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driver specific behavior into account. Especially in the U. S., CORridor SIMulation (COR-
SIM) [OZRM00, COR] is a widespread tool for the microscopic simulation of vehicles in
the ITS context. In contrast to VISSIM and CORSIM, the Simulation of Urban MObil-
ity (SUMO) [KHRW02, SUM] is a very recent simulation tool based on an open-source
philosophy. It is based on the Gipps-Family car-following model [KWG97].

For the simulator coupling we decided to use the VISSIM simulator because of its multi-
ple interfaces. In order to interact with the simulator two different interfaces are offered:
i) the Component Object Model (COM) interface [GHL+98] and ii) the customizable Dy-
namic Link Library (DLL) called drivermodel.dll. VISSIM requires a Microsoft Windows
platform. Figure 3.2 depicts a screenshot of the graphical user interface.

Figure 3.2: Screenshot of the main window of the traffic simulator VISSIM.

The COM interface allows full control about most aspects of a VISSIM simulation, in-
cluding the modification of attributes such as speed and acceleration of a vehicle. Since
the access to this interface is very heavy-weighted we use it only for those aspects that
cannot be controlled via other means. This includes starting and halting the simulation
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process. In contrast to the COM interface, the Dynamic Link Library offers a very light-
weighted access to the internals of the VISSIM simulator. This interface is originally in-
tended to allow the customization of the driver behavior during runtime. In particular,
it can be used to change the behavior of the driver in response to an application-level
event. Furthermore, we employ the drivermodel.dll interface to access data such as the
positions of the vehicles in a lightweight and efficient fashion.

Simulation Control

Due to the fact that VISSIM requires a Microsoft Windows platform while the other sim-
ulators perform optimally under Unix operating systems, cross operating system com-
munication is necessary. This task is performed by the external application Simulation
Control. It acts as a wrapper application for any traffic simulator allowing to provide a
uniform interface for the access.

At the initialization phase the Simulation Control is contacted by the network simulator
and a TCP connection is established. During simulation it receives the queries from the
network simulator and converts them transparently either into COM commands or into
commands for the drivermodel.dll. The communication between the simulation control
and the drivermodel is realized using threads. In order to exchange data in a light-weight
fashion we accordingly implemented a shared memory space.

For the external communication a sequence of structures is sent over the socket to the
network simulator. Figure 3.3 depicts the packet structure as well as the data structure
within a packet. These structures are used to update the movement of the nodes within
the network simulator. They contain the new positions of the nodes. Due to different
coordinate systems first a transformation to the coordinate system of the network simu-
lator is performed. The last parameter is the speed parameter. It tells the network simu-
lator how fast (in meters per second) the nodes are moving.

3.1.3 The Application Simulator

We decided to use the MATLAB/Simulink [Mat] environment as an application level sim-
ulator. MATLAB/Simulink is used by vehicle manufacturers to evaluate in-car applica-
tions. Simulink allows a developer to create applications by providing personally adapt-
able drag and drop utilities. Furthermore, it is possible to automatically generate C-code
out of the Simulink simulation. This is regularly done to use the same code-base for
simulation and real-world products.
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Figure 3.3: Packet structure for movement updates of nodes within the scenario.

The MATLAB environment is used to run the simulations. By default the MATLAB en-
vironment offers the possibility to operate by remote control through the MATLAB en-
gine. This engine includes a variety of library functions such as starting and quitting
MATLAB, exchanging data with MATLAB, or requesting mathematical operations. In our
environment the network simulator uses these functions to communicate with MAT-
LAB/Simulink during the runtime of a simulation.

The control of MATLAB is realized by a new controller class called MatSimulator within
the network simulator. The setup is similar to the one of the Synchronize class. Within
the Tcl-environment an object is instantiated and given to the Synchronize object for
further control of the MATLAB program. By instantiating the MATLAB program, the sim-
ulation application is loaded and waits for messages from the network simulator.

There is one major performance issue with interlinking the network and the application
simulator: handing data back and forth between the simulators is costly. One transfer
from the network simulator to MATLAB takes approximately 20 ms. It is therefore very
important to pool all packets for all vehicles that need to be delivered to the application
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simulator within a given period of time. These packets are de-pooled by the application
simulator and are then forwarded to the simulation of the individual vehicles. From
our experience it is not feasible to let one separate simulation register with the network
simulator for each vehicle.

3.2 Obstacle Modeling

3.2.1 Simulation Aspects

In the evaluation process of VANET applications, the simulation of communication be-
tween cars plays an important role. In order to model the direct communicate between
two cars, their position has to be taken into account. In highway scenarios nodes are
mostly located in a one-dimensional fashion whereas in city scenarios nodes are lo-
cated in a more two-dimensional fashion. So as to simulate the propagation of radio
signals models have been developed that decide—depending on the distance between
two nodes and the current noise level—if a packet can be received and decoded accord-
ingly. This applies for deterministic as well as for probabilistic models. But especially in
city scenarios not only the distribution of and the distance between nodes is important
for a proper reception of packets. It is also very important to consider disruptive influ-
ences originating from the scenario itself. In the presence of buildings, for instance, the
radio propagation can be interfered by walls that block radio signals. Nodes are thus not
able to communicate with each other although they are close together. We will call this
radio barrier an “obstacle” in the following sections. In order to determine the proper re-
ception we present an approach to analyze the environment in a light-weight fashion.

Many approaches have been proposed that deal with obstacles. Most of them make use
of ray tracing techniques to emulate the propagation of radio signals in a very realistic
fashion. Examples have been presented for instance in [SMZ+02, Val03, LB98, KGJWI+99,
CPSdAGB98, TT95, RWG97, IFTK00, SHR05, SJK+03]. To calculate the effects that happen
while propagating through different construction materials it is, however, necessary to
know about the specific structure of buildings and their effects on radio signals. If we
assume that this information is available the results of the simulations, indeed, would
be more realistic. The insights of the considered application are though only valid for
this gauged simulation scenario. It is further apparent that the effort to model a whole
city with ray tracing techniques will affect the VANET simulation procedure.

In the following paragraphs we will present an approach of an obstacle modeling that
takes a different approach requiring only limited computation power. The mechanism
is based on the line of sight criterion between two nodes. Only if there is a line of sight
which is not interrupted by a building packets may be received.
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The calculation of the line of sight in our implementation is a discrete decision process.
It is based solely on shadowing effects. We do not consider effects like reflection, scatter-
ing, or diffraction of signals at these obstacles.

The simulation of this obstacle modeling is shaped by the results of multiple simulators.
On the one hand radio propagation calculation is the main task of a network simulator.
On the other hand the structure and locations of these obstacles are predetermined by
the traffic model which is used by traffic simulator. It is thus necessary to enhance the
simulator coupling as well as its components with the obstacle modeling. In the follow-
ing paragraphs we will present two different approaches. Both gain similar results while
differing in their functionality and input data.

3.2.2 Polygon Based Obstacles

A natural representation of obstacles in the simulators is given by polygons. To map a
building into the considered scenario the contour may be drawn. Most traffic scenar-
ios, however, do not model buildings and their placements. They only map the streets
of a scenario. We decided therefore to add buildings into a scenario manually by imple-
menting an auxiliary application for VISSIM. It is now possible to insert radio obstacles
(buildings) into a considered scenario. We implemented this application such that it
spans a transparent canvas on top of the VISSIM scenario screen. This canvas is syn-
chronized with the underlying VISSIM screen in order to scroll or to zoom into a detailed
view of the scenario accordingly. We can then draw polygons on this canvas that rep-
resent the obstacles. The drawn polygons will be saved in a file preventing a multiple
(re-)construction of obstacles. Figure 3.4 depicts the obstacle input screen for an exam-
ple city scenario. The standard VISSIM screen with the obstacle creation screen on top
is visible.

So as to bind the VISSIM polygon obstacles to the ns-2 simulator we also extended
ns-2 with an obstacle modeling. When starting a simulation run, ns-2 receives a list of
polygons from the Simulation Control and stores this data in a local knowledge base.
Without any obstacles, ns-2 would check if a sent packet can be received or rather
detected by some other node based on the radio propagation model. The obstacle mod-
eling is put on here. A new obstacle module determines the beeline between these two
considered nodes. If there is a polygon representing an obstacle between these nodes
the beeline will intersect with an edge of the polygon implying that no line of sight exists.
It further implies that the packet would not have been seen at all by the target node. The
simulation process will continue without regarding this “reception” at the considered
target node. In contrast, if there is no polygon intersecting with the beeline it implies

43



Chapter 3 Simulator Interlinking for Car-to-Car Communication

Figure 3.4: Part of a city scenario modeled with obstacles for the simulations. A user can
draw obstacles represented by polygons on top of this VISSIM city scenario.

that there is a line of sight between these two nodes. The simulation process will be con-
tinued as if there was no obstacle modeling. This comprises for instance the calculation
of the received signal strength and the following processes to handle this data packet.

3.2.3 Street Based Obstacles

Even though the manual construction of obstacles needs only to be done once for a given
scenario, drawing polygons on the canvas of VISSIM scenarios by hand is quite ineffec-
tive, error-prone, and expensive. It is therefore desirable to automate this process. The
idea behind our approach is to analyze a traffic scenario directly by parsing the scenario
file. Ideally, the language which describes the scenario is based on a context-free gram-
mar which is fortunately the case for VISSIM scenarios. These scenarios are written in
a language which can be represented by a Backus-Naur Form (BNF) [Knu64]. It is thus
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relatively easy to efficiently parse these scenario files by making use of parser tools like
flex [fle] and bison [bis].

In contrast to the procedure of static obstacle creation by polygons the street based ap-
proach utilizes the complementary structure by reading in the structure of the streets.
In order to map the scenario to our model street segments are assigned a given width,
either by their real width according to the scenario file or by a default width which is
user definable. The obstacle model approach then assumes that everything which is not
covered by a street (area) represents an obstacle for radio signals. As most commonly
buildings are located at the side of streets and in order to deal with a worst case analysis
we regard this assumption as valid.

Another advantage of automatically parsing a scenario file is that it can be performed
directly by the network simulator. It is therefore not necessary to transmit this informa-
tion between multiple applications, thus decreasing the communication overhead of the
coupling.

Due to the different structures of these obstacles the obstacle modeling of ns-2 has to be
adapted accordingly. The basic idea is similar to the polygon based obstacle modeling:
if there is a line of sight (LoS) between two nodes, then direct communication between
both may take place. We use an algorithm that imitates a step-by-step line of sight con-
struction. Starting from a sending node it aims to find consecutive road segments in
direction to the target receiver. The LoS exists if it is completely covered by street seg-
ments.

The algorithm to check this criterion proceeds as follows: first, it starts with the road
segment the sender is currently on. Then a beeline between the sender and the possible
receiver is created to limit the number of street segments that need to be considered. If
the beeline leaves the area of the road segment at an intersection point, the algorithm
tries to find an alternative road segment that contains this intersection. If there is no
road segment abiding this condition the algorithm returns that there is no line of sight
between these two nodes. The packet is not observed by the target node and the normal
procedure of the simulator continues.

Figure 3.5 depicts examples from this algorithm. Node S sends a data package and the al-
gorithm needs to calculate if there is a LoS between S and a possible receiver D . The bee-
line intersects the first road segment at point i1. Another road segment is found which
is once again intersected at point i2. The last found street segment includes the target
node thus returning a complete line of sight between these two nodes.

In contrast to this behavior, Figure 3.6 depicts an example of a LoS construction that
fails. The first intersection point is calculated like in the example above. However, there
is no further road segment that covers this intersection point while gaining any progress
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towards the target point D . The algorithm returns that there is an obstacle between these
nodes impeding direct communication.

i1

i2

S D

Figure 3.5: Line of sight construction.

i1S D

Figure 3.6: Line of sight construction failed.

3.3 Influencing the Movement of Vehicles

For the demonstration of the simulator coupling’s ability we designed a simplistic VANET
application. Vehicles are moving in a realistic scenario combining highway and city traf-
fic as depicted in Figure 3.4. In the highway part of the scenario is vehicles drive on two
lanes in each direction. In the city radio obstacles have been inserted with the polygon
based mechanism. After the simulation of a traffic accident the affected vehicle stops at
its current location. At the same time a warning message is created and sent to neigh-
boring vehicles. Upon reception, the emergency warning is forwarded by using simple
flooding techniques as mentioned in Section 2.3.2. Each vehicle that receives the mes-
sage simply rebroadcasts it once and decelerates its speed using a regular braking pat-
tern.

Multiple simulation runs were performed to get statistically relevant results. For each
simulation run one vehicle near the center of the simulation area was selected to simu-
late the accident. In the network simulator an accident is scheduled and after expiring
it triggers the stopping of the vehicle in the traffic simulator. The affected vehicle thus
starts to transmit a 64-byte emergency warning message. One focus of this study is to
analyze the speed regulation interaction between both simulators as well as to explore
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how reliable and how fast the emergency message would be delivered depending on the
available bandwidth and the distance to the accident.

In this study we do not use any application logic that is able to determine whether the ve-
hicle receiving this warning message is actually affected by it (e. g., driving in the appro-
priate direction). For the experiments the average delivery ratio and delay of the warning
messages are investigated. Vehicles are grouped according to their distance to the origi-
nal sender of the emergency warning at the time this warning message is transmitted by
the original sender. The first group contains all vehicles that are within a 500 m radius,
the second includes all vehicles that are not in the first group but are located within a
1 000 m radius and so on. This value is displayed as distance on the x-axis of Figure 3.7.

The y-axis of Figure 3.7 shows the ratio between the number of nodes that have received
a warning packet and the number of nodes that belonged to the respective group. From a
reliability perspective it can be observed that a bandwidth of 10 KBit is the absolute min-
imum value to achieve a reliability of around 0.9 for any significant distances. It should
be noted that this is influenced significantly by the topology of the radio obstacles. This
seems also to be the reason why the group at 1 500 m and 2 000 m has a higher deliv-
ery ratio than the group at 1 000 m: in the topology of our city model distances between
1 500 m and 2 500 m required the traversal of a long street which is unlikely to fail.

Further conclusions can be drawn by studying the average latency of the first delivered
warning packets depicted in Figure 3.8. This latency increases dramatically as the avail-
able bandwidth decreases. To transmit a warning message early enough to warn another
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driver it seems likely that at least a bandwidth of 100 KBit is needed. Here the duration
to transmit a packet grows from 0.1 s in a distance to 500 m up to almost 1 s in a commu-
nication range of 2 500 m.

The results are, however, strongly affected by the considered scenario and dissemina-
tion application and are thus only partially suited for technical conclusions regarding
this VANET application. Though, it is certifiable that by using the simulator coupling
new and different insights in these applications can be achieved. We will thus use this
simulator environment for the evaluation of the protocols presented in this thesis.
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Chapter 4

Feasibility of Information Dissemination

In the context of vehicular ad-hoc networks (VANETs), a number of safety and conve-
nience applications have been proposed. Many of them rely on distributing data, e. g.,
on the current traffic situation, or on free parking lots. Often, the data needs to be dis-
tributed over long distances, for example to allow a driver to choose between different
arterial roads when driving into the city center. Typically, the applications are based on
some form of proactive information dissemination. Although a variety of optimizations
is possible, the basic idea of such a dissemination scheme is that every node maintains
a local knowledge base, where it stores information, e. g., on road conditions or parking
lot occupancies. The nodes periodically single-hop broadcast all or parts of their knowl-
edge base to their neighbors. Upon reception, a node integrates new or updated infor-
mation into its local knowledge base. Step by step a local overview of the total scenario
emerges.

In this chapter, we tackle a fundamental question, which is highly relevant for all such
applications: is the required data dissemination feasible at all, and what requirements
need to be fulfilled to make it work? While it is fairly obvious that information dissem-
ination will work well when all or nearly all vehicles participate in the vehicular ad-hoc
network, this is not at all self-evident during the early rollout of VANETs, where the num-
ber of equipped vehicles is small [MMP+05].

The focus of this study is on city scenarios, where the environment is rather complex
and many of the proposed application types are particularly useful. While, e. g., up-
to-date traffic information on the comparatively small number of highways could also
be collected at a central point and distributed via wireless infrastructure, like UMTS or
satellites, the detailed, geographically small-scale, and continuously updated informa-
tion that is necessary for city environments may stress centralized approaches beyond
their limits.

We use the specialized simulation environment mentioned above for an inner-city
VANET scenario, in order to evaluate the performance that a dissemination protocol can
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achieve. In particular, we look on upper bounds for metrics like the speed and efficiency
of the information dissemination, depending on the number of equipped vehicles on the
road. By means of an idealized stub dissemination protocol, we are able to evaluate the
general feasibility, independent from a specific protocol or application. Because the sim-
ulation scenario we use is closely modeled after a real city, it allows us to give concrete
numbers on the necessary amount of vehicles provided with vehicle-to-vehicle commu-
nication equipment in order to achieve a certain performance. Our results demonstrate
that, in particular during the initial rollout phase of VANET technology, information dis-
semination is not practically feasible without the use of supporting infrastructure. On
the other hand, however, we also show that a limited amount of simple and relatively
inexpensive infrastructure based devices can be the critical factor that improves the sit-
uation significantly, and allows to build a working dissemination-based application.

The remainder of this chapter is structured as follows. In Section 4.1, some theoretical
considerations are presented, leading to general insights on how information dissemi-
nation happens in an inner-city VANET, and where the limiting factors are. The simula-
tion environment used for the evaluation is described in Section 4.2, preliminary results
of our simulation study are presented in Section 4.3. In Section 4.4, we introduce the
concept of additional infrastructure based devices. We show in Section 4.5 how the pre-
liminary results can be significantly improved by this infrastructure support even if only
few cars are equipped. Finally, we conclude this chapter in Section 4.6.

4.1 Connectivity in VANETs

Let us consider an application for VANETs that uses proactive data dissemination in a
city environment. We now look at the connectivity that can be expected if the density of
equipped vehicles is low. The network connectivity is a limiting factor for information
dissemination. A low connectivity of the network may have serious effects on the dis-
semination speed, and thus on the up-to-dateness of the information. It also determines
how long it takes for a vehicle entering the VANET until it meets other participating ve-
hicles and receives any information at all1.

Data can be passed on from vehicle to vehicle by wireless communication, or it can be
carried around by a car, and is thus transported with the car’s locomotion. Both ways
allow the information to reach different network areas, and in practice both will coex-
ist. However, the possible dissemination speed is much higher for wireless communica-
tion.

1In another perspective this is related to the latency of information dissemination which is studied
in [KY08].
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Data transport via locomotion happens at the car’s speed, in cities typically at most
50 km/h. The propagation speed via wireless communication along a chain of equipped
vehicles, where each one is within the communication range of its predecessor, can be
approximated as follows. Let us consider a number of equipped vehicles driving at dis-
tances in the order of a typical radio communication range between two consecutive
cars, like 250m. Before newly arrived information is propagated further by a car, there
will be some delay. This delay mainly occurs because it takes some time until the next
broadcasting interval has elapsed, but other factors like, e. g., backoff times also add up
to this. The transmission time itself is negligibly small in comparison. Even if we esti-
mate the delay pessimistically to be one second, we get a data propagation speed along
the chain of one radio range per second, which is 900 km/h.

Furthermore, in contrast to data dissemination by locomotion, wireless propagation is
possible in and against the driving direction. This becomes relevant when taking into
account that cars are particularly interested in information on the areas ahead of them.
Considering cities, there are often asymmetric traffic situations, where many vehicles
are driving in the same direction, e. g., towards the commercial quarters in the morning
rush hour, while the oncoming traffic is relatively sparse. So, few cars drive in the more
important dissemination direction, and thus data transport by locomotion will work par-
ticularly bad.

These simple reflections demonstrate that the formation of chains of equipped vehi-
cles, each driving within the radio range of its respective predecessor, is essential for a
satisfying dissemination performance. Thus, we are now interested in the probability
that such a chain of equipped vehicles exists on a road. Assume that the distances be-
tween equipped cars are exponentially distributed and pairwise independent. This is a
standard assumption [RML02]. It is optimistic in the case of city scenarios, as will soon
become clear, but it serves well for a best-case estimation.

Let r be the radio communication range, and let ρ denote the average number of
equipped vehicles per radio range of road. We call ρ the equipment density. Let di be
exponentially distributed, pairwise independent random variables. di stands for the
distance between the i -th equipped vehicle and its successor. The parameter λ of the
exponential distribution of the di is chosen as λ= ρ, so the expected equipment density
of our chain matches ρ. The probability that n consecutive equipped vehicles drive at
distances of less than r , can now be calculated as

Pv (ρ,r,n) =
n−1∏
i=1

P (di ≤ r ) = (
1−e−ρr )n−1. (4.1)
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For disturbed traffic, which is common in cities, cars tend to form clusters on the road.
Consider for example a traffic light, where a number of cars queue and then continue
driving closer together, in a cluster. In this case the assumption of exponentially dis-
tributed inter-arrival times does not apply. Then, the above estimation tends to be too
optimistic: at the same average equipment density, the formation of clusters means
that longer gaps—between the clusters—become more probable. Therefore, a non-
connected situation can be expected to be even more likely.

This allows us to calculate the expected length of such a chain of equipped, connected
vehicles:

E [l ] =
∞∑

n=2

(
n−1∏
i=1

P (di ≤ r )

)
P (dn > r )

n−1∑
i=1

E [di | di ≤ r ]

=
∞∑

n=2

(
1−e−ρr )n−1e−ρr (n −1)

r∫
0

x
ρe−ρx

1−e−ρr dx

=
( ∞∑

n=1
n

(
1−e−ρr )n

)
e−ρr 1

1−e−ρr

(
1

ρ
−

(
r + 1

ρ

)
e−ρr

)
= 1−e−ρr

e−2ρr e−ρr 1

1−e−ρr

(
1

ρ
−

(
r + 1

ρ

)
e−ρr

)
= 1

ρe−ρr − r − 1

ρ

(4.2)

Assuming a sufficiently long road segment of length L and a sufficiently large equipment
density ρ, the number of equipped cars on the road segment can be approximated as
ρ ·L. Again for exponentially distributed inter-vehicle distances, the probability Pc that
radio connectivity exists and thus fast dissemination by multihop wireless communica-
tion over the whole distance L can happen at some time instant is then

Pc (ρ,r,L) ≈
bρLc∏
i=1

P (di ≤ r ) ≈ (
1−e−ρr )ρL . (4.3)

This means that the probability of continuous connectivity decreases exponentially over
an increasing distance L. Therefore, multihop radio transport alone will not be suffi-
cient, and data transport via locomotion is an important additional factor, as long as the
equipment density does not become very high. The interplay of the two ways of data
transport determines the achievable performance of data dissemination in a city envi-
ronment.
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The effects of these characteristics are depicted in Figures 4.1 and 4.2. It is quite ob-
vious that information dissemination solely by chains of equipped vehicles is far from
sufficient at equipment densities as they occur during VANET rollout.

4.2 Simulative Evaluation Methodology

In the following section, we present a simulation study on the feasibility of information
dissemination in a city environment. It is carried out using a VANET simulation envi-
ronment. We now introduce this environment as well as a stub application that we have
used.

4.2.1 Simulation Environment

For the simulation based evaluation we make usage of the simulator coupling presented
in Chapter 3. Vehicular movements are generated by the microscopic traffic simulator
VISSIM [PTV].

We use a traffic model of the extended downtown area of Brunswick, Germany. This
traffic model covers a geographical area of about 16×16km2, with more than 500 km of
roads and up to 10 000 vehicles. The vehicular traffic in the model is based on extensive
measurements taken by the city administration of Brunswick for the purpose of traffic
planning. It models the time between 6:00 am and 10:00 am. VISSIM is coupled with
the well-known network simulator ns-2 [ns2] in version 2.29. The combination of VIS-
SIM and ns-2 allows to conduct a detailed simulation of both, vehicle movements and
network events.

In ns-2, we use the two-ray ground propagation model with a communication range of
250 meters and a carrier sense range of 550 meters. The network simulator is enhanced
with the obstacle modeling presented in Section 3.2 that does not allow radio signals to
propagate through the walls of buildings. IEEE 802.11 is employed as the MAC proto-
col.

4.2.2 Equipment Density

Since we are interested in the influence of the amount of car-to-car enabled vehicles on
the protocol performance, the question arises which metric one should use to describe
this factor. The penetration ratio (or market penetration) is commonly used. It is defined
as the percentage of equipped vehicles, out of all vehicles.
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We, however, consider the penetration ratio inappropriate for our purposes. The num-
ber of cars on the road changes largely over time. In the night it can be orders of mag-
nitude lower than during rush hour. This means that a protocol can work very well at a
low penetration ratio during rush hour, since still many equipped cars are on the road.
On the other hand, even a very high penetration ratio can be insufficient if the traffic
volume is low. Therefore, we use the equipment density ρ. It is, as defined above in Sec-
tion 4.1, the number of vehicles participating in the VANET per radio range of road. The
equipment density is independent from the total traffic volume.

In the Brunswick model, a penetration ratio of 100 % with a radio communication range
of 250 meters corresponds to an average equipment density between 2.25 and 5 vehicles
per radio range, depending on the simulated time of day. However, the inhomogeneous
distribution of vehicles has to be considered, so the local equipment density at some
point can be higher or lower.

4.2.3 Considered Application

We consider a simple stub dissemination application for our simulations. Whether in-
formation on one single data source or on many of them is disseminated influences the
amount of information that is redistributed, and thus the necessary network bandwidth.
It does not, however, affect the network connectivity. Regarding the utilized network
bandwidth, many optimizations, e. g., by using data aggregation strategies, are possi-
ble. Optimizing the network connectivity by means of protocol design is not as easily
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possible. This is why we concentrate on the latter aspect here. Consequently, for our
purposes, it is sufficient to use only one single data source.

We place this data source in the city center of the scenario. Each car passing by will make
an observation by measuring the current “value” of this data source, which is simply a
timestamp. This information is then proactively disseminated by periodic broadcasting,
as described above. The vehicles use a periodic broadcasting interval of one second, the
broadcasted packets have a size of 1 KB. Whether information is available in which vehi-
cle at which point in time, and how old this information is, allows us to draw conclusions
on how well information can be disseminated in a vehicular ad-hoc network.

4.3 Preliminary Results

For the evaluation of information dissemination in VANETs, we have performed simula-
tions over a wide parameter range. Figure 4.4(a) shows the average age of information
available in a vehicle as a function of the distance from the data source. It can be seen
that the age of the information grows approximately linearly with the distance. The prop-
agation speed rises significantly with an increasing equipment density. This is because
the probability of the formation of long chains increases with a growing equipment den-
sity. This in turn means that data transport via wireless communication becomes more
and more predominant, while the importance of transport via locomotion decreases.

At a low equipment density, the average duration for the dissemination of information
to the outer areas can reach a value as high as 400 s. But a low equipment density has
an even more serious influence on the probability of a vehicle knowing anything about
the data source at all. This statistic, after 500 s of simulation time, is depicted in Fig-
ure 4.4(b). The probability to obtain information at an increasing distance decreases
rapidly. The main reason for this trait is that it takes some time after a vehicle starts its
trip from a residential area, a parking lot, etc., until it meets another car from which it can
obtain information. From the results it can be seen that a relatively high equipment den-
sity is necessary for sufficiently reliable information dissemination. Consequentially, the
rollout phase of a VANET application, where only a low equipment density is available,
is highly problematic.

In order to gain more information on the exchange of information within a VANET, we
evaluated in which geographical regions the highest number of successful information
transfers happen. A successful information transfer takes place whenever a car receives
a beacon that contains more up-to-date information than it already had in its knowledge
base. Figure 4.5 shows the city of Brunswick on the x- and z-axis. The small-scale density
of successful information transfers is plotted on the y-axis. Because only the relative
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Figure 4.4: Dissemination without infrastructure support.
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Figure 4.5: Geographical distribution of successful information transfers.

heights of the peaks are relevant here, we have left out the axis labels, keeping the figure
concise. It can be seen that, apart from the inner city where the information originally
stems from, most successful information transfers occur in few, geographically limited
areas. These are located mainly at the ends of and along the main arterial roads. It is here
where cars with different knowledge meet. We therefore call these areas communication
market places. They are vital for successful information dissemination.

4.4 Stationary Supporting Units

4.4.1 Idea

The results presented above clearly show that during the rollout of VANET technology
some kind of support is needed. Otherwise, many envisioned applications are unlikely
to work until a large fraction of vehicles participates. We therefore propose to install rela-
tively inexpensive, stationary devices at strategic positions. These Stationary Supporting
Units (SSUs)—sometimes also called Roadside Units (RSU), Information Kiosk, or simply
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Supporting Units (SU)—participate in the VANET. They collect and redistribute informa-
tion, thereby leveraging the dissemination in the network.

The SSUs may either be stand-alone units, or they can be connected over some backbone
network. The computational and memory resources needed for a SSU and therefore
their hardware costs are very limited. While stand-alone SSUs are particularly cheap,
networking them implies additional expenses for the backbone connection, which might
be realized, e. g., via wireless infrastructure networks like WiMAX, GSM, GPRS, or UMTS.
Because of the higher costs per unit the possible number of networked SSUs is much
more limited than that of the non-networked variant.

Just like the cars themselves, supporting units receive information from the VANET and
periodically rebroadcast their knowledge. The most important difference to vehicles is
that SSUs do not move. Besides that, networked SSUs share a common knowledge base.
This means that information learned by one SSU may be rebroadcasted by all of them.

4.4.2 Positioning of Supporting Units

A central question that now arises is where to position the SSUs, in order to allow for
a best-possible support of the VANET. In the following paragraphs, we analyze differ-
ent heuristics of the positioning of SSUs, and we assess whether networking the SSUs is
worth the additional effort, i. e., whether few networked or many non-networked SSUs
perform better. We concentrate on three possible strategies for positioning the station-
ary supporting units:

At Market Places The identification of communication market places led us to the idea
to install the SSUs there. Since many cars learn new information at the market places,
in particular networked SSUs promise to achieve that the information is as up-to-date
as possible. There is a small set of clearly predominating communication market places.
So, in our first strategy, the very limited number of seven SSUs is installed. One is lo-
cated in the city center, the others at the most predominant information market places
in the periphery. We assess SSUs at communication market places both stand-alone and
networked.

At High Traffic Density Areas The communication market place strategy is based on
the observed communication pattern in the network. It is also possible to select strate-
gically promising positions based directly on the vehicular traffic pattern. In our second
strategy, SSUs are installed at high traffic density areas, along the main roads. There,
typically relatively few successful information transfers happen, but SSUs might assist
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to bridge gaps between chains of vehicles by storing the information and passing it on
when the next vehicles arrive. Since the high traffic density areas outnumber the com-
munication market places, this strategy uses more supporting units. We use 19 SSUs in
our simulations, and again simulate them stand-alone and networked.

Randomly Distributed As a last heuristic we have placed 100 SSUs randomly within the
road network. A that high number of SSUs can potentially improve the connectivity of
the network significantly. However, the effort of installing that many SSUs is only feasible
without a backbone connection for each one. So, this strategy is simulated only for non-
networked SSUs.

The positions of the supporting units in Brunswick’s road network for all three position-
ing strategies are depicted in Figure 4.6.

(a) At market places. (b) At high traffic density areas. (c) Randomly distributed.

Figure 4.6: Positioning of stationary supporting units.

4.5 Simulation Results

Figures 4.7 and 4.8 show the results of the simulations with stand-alone SSUs. In com-
parison to the results without any supporting units, the information age and the number
of informed cars improve only slightly, even for the very high number of SSUs in the ran-
dom positioning heuristic.

In contrast, Figures 4.9 and 4.10 show the advantages of networked supporting units.
Compared to the results without or with stand-alone SSUs, a significant improvement
can be achieved, especially in regions far away from the information source. The im-
provement is also large for low equipment densities and few SSUs. In particular, as de-
picted in Figures 4.9(b) and 4.10(b), the fraction of informed cars increases dramatically.
During the rollout phase this can make the difference between a well-working and a
non-working service.
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Figure 4.7: Stand-alone stationary supporting units—Average age of information.
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Figure 4.8: Stand-alone stationary supporting units—Fraction of informed cars.
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Figure 4.9: Networked stationary supporting units at information market places.
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Figure 4.10: Networked stationary supporting units at high traffic density areas.
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All of the figures presented so far describe the results in dependency of the distance from
the data source. But they do not show, however, the geographical distribution of the
information age.

In Figure 4.11, the information age after 500 s of simulation time at each point of the sce-
nario is depicted. The figure is a Voronoi diagram, i. e., each point is colored according
to the closest vehicle. The same shade indicates the same age of information. The darker
an area is, the more up-to-date is the available information. White areas indicate that no
information is available.

The positions of the stationary supporting units, which are located according to Fig-
ure 4.6, can easily be spotted, for instance, in Figure 4.11(c). Vehicles with most current
information—indicated by the dark areas—can be found in the close vicinity of such a
supporting unit.

In these plots, the strong dependency of the age of information on the equipment den-
sity is once again visible. Equipment densities of approximately 0.25 vehicles per ra-
dio range without stationary supporting units show an acceptable coverage only of the
downtown area. In regions further away, the information becomes more and more out-
dated, and more and more vehicles are completely uninformed. Stand-alone supporting
units cannot improve this situation significantly, so the insights of the above presented
results are confirmed.

It is evident that networked SSUs influence the up-to-dateness of information benefi-
cially. This is even true if the equipment density is low, and if only very few supporting
units are used. Nevertheless, most vehicles can be informed quickly and accurately with
both analyzed positioning strategies. But in particular with the slightly higher number
of SSUs at high traffic density areas, an increase in the performance of the dissemination
process can be reached.

Finally, in the Figures 4.11(f)–4.11(j), it is depicted the effects of information dissem-
ination with higher equipment densities. Here, the density corresponds to approxi-
mately 0.25 vehicles per radio range. However, the figures underline that at higher equip-
ment densities the information dissemination starts working much better. Nevertheless,
the dissemination process is still largely improved by networked stationary supporting
units.
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4.6 Conclusion

The theoretical results as well as the simulation results presented in this study deal with
the information dissemination of VANETs in a city environment, and show general limi-
tations of the approach. The simulation results of a city scenario indicate that a dissem-
ination application can operate satisfactorily starting from equipment density averages
of around 0.25 vehicles per radio range. In the examined scenario this corresponds to a
penetration ratio of approximately 5 % during rush hour (at 8:00 am), with a radio range
of 250 m.

We identified the formation of chains of equipped vehicles as a vital mechanism to en-
sure fast information dissemination. Along these chains, information can be transmit-
ted much faster than by carrying the information in a vehicle. With rising equipment
density the probability for the formation of long chains, and thus their effectiveness, in-
creases.

During VANET rollout, stationary supporting units can be used to facilitate the informa-
tion dissemination, in particular for data transport against the main direction of traffic.
To achieve this goal, the SSUs need to be networked and need to share a common knowl-
edge base. Then, they achieve both a higher probability to receive information at all, and
more up-to-date information.
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Chapter 5

Capacity Restrictions of VANETs

Research on Vehicular Ad-hoc Networks (VANETs) aims to improve road safety, traffic
efficiency, and driver convenience. Typical examples in the area of efficiency and con-
venience applications are cooperative traffic information or parking guidance systems.
This class of applications typically requires to distribute dynamic information (traffic
condition, free parking slots,. . . ) from many points (road segments, parking places,. . . ) to
many or all nodes in a large network area.

Because wireless multihop networks in general [GK00] and VANETs in particular have
very limited capacity, it is obviously not possible to send continuous updates about each
geographical point to all network participants. It has therefore been proposed to ag-
gregate information more and more with increasing distance, i. e., to distribute coarse
information about large, distant regions, and more detailed information about smaller
areas in the closer vicinity. Basically, aggregation is a method to cope with the problem
of limited network capacity. Here, we estimate the amount of information transmitted
by a typical VANET application and propose a scheme fitting these information in the
given “physical” capacity. A change of the lower layer technology will thus not influence
the application itself.

By taking these properties into account, we analyze the theoretical limits of a distributed
information dissemination scheme for a VANET. We do so in a very abstract model of
cooperative VANETs, and look at the asymptotic scaling behavior. Our primary focus is
on the minimum aggregation requirements for scalable dissemination applications.

The remainder of this chapter is structured as follows. In Section 5.1 we introduce the
considered model of data dissemination. We deal with the sources of data and where
this data is requested by some nodes. In Section 5.2 we determine the lower bound of an
aggregation scheme for cooperative traffic information systems in a wireless, multihop
environment. Finally, in Section 5.3, we conclude this chapter by summarizing the key
results.
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5.1 Model

Our model represents the “world”, i. e., the area the system is deployed on, by the real
planeR2. For practical purposes, this is a reasonable approximation of a city area, coun-
try, or even continent. On this plane, there is a set M ⊂ R2 of points at which infor-
mation can be obtained through measurements. These measurement points could, for
example, represent all the street segments, for which passing-by cars could observe the
current traffic density, driving velocity, number of free parking places, road surface con-
dition, and so on. The observed values are time-varying, i. e., the measurements are
always made at some specific time instant. Due to this temporal property, a measure-
ment point can be seen as an information source, which “produces” information about
the measured value whenever cars make measurements. The task of an information dis-
semination protocol is to deliver this generated information to the interested network
participants. The focus here is to assess the asymptotic limits of such protocols with re-
spect to the bandwidth at which information about each single measurement point, a
car is interested in, can be delivered to this car.

Generally, the network capacity limits will depend on the distribution and density of the
measurement points on the plane. If there are only few measurement points, dissemi-
nating the information will be easier than in the case of a large number of information
sources. If we allow for arbitrarily large and dense clusters of measurement points, an
arbitrarily large amount of information can be generated in a very limited area; then,
their information can obviously not be communicated even locally and capacity consid-
erations become meaningless. However, since we intend to stay as generic as possible in
our analysis, we impose only a very weak condition on the distribution of the measure-
ment points. We concentrate on the case where the measurement point distribution
satisfies a max-density condition. This condition essentially states that there are no ar-
bitrarily large, arbitrarily dense groups or clusters of measurement points. It is formally
defined as follows:

Definition 1. A set of measurement points M fulfills a max-density condition with param-
eters δ> 0 and r0 > 0 if and only if for any circle onR2 with radius r ≥ r0 the number ν of
measurement points that lie within the circle is bounded above by

ν< δr 2. (5.1)

Note that in the previous definition, parameter choices where δr 2
0 ≤ 1 do not make

sense, because they would not allow for even just one single measurement point to ex-
ist: let m be a measurement point and consider a circle with radius r = r0 around m;
this circle would contain 1 ≥ δr 2 measurement point and would thus already violate the
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max-density condition. Therefore, we may safely assume that δr 2
0 will always be larger

than 1.

Intentionally, our model does not constrain the possible distribution of interests in the
system in any way, because we are interested in fundamental limits that hold for any
application, whereas the specific structure of the interests is highly application depen-
dent. We model the interests of the participants in the dissemination system by a set ℐ
of pairs (x,m), where in each pair x is the position of a network participant that is inter-
ested in data from a measurement point m ∈ M . Consequently, the formal definition is
as follows.

Definition 2. Let the interest set ℐ be an arbitrary subset of R2 ×M.

In a VANET, vehicles could for instance be interested in information describing the traffic
situations along possible routes, to determine the currently fastest one.

Definition 3. The distance of an interest i = (x,m) ∈ ℐ , denoted by ‖i‖, is the distance
between the position of the interested party x and the measurement point m, i. e.,

‖i‖ := ‖x −m‖. (5.2)

In a network with an unlimited capacity, it would not be a problem to deliver all mea-
surement data about all measurement points to each interested participant. In practice,
however, each network imposes limitations on the maximum bandwidth between com-
munication partners. Again, we aim to capture the essence of these limitations in a way
that is as generic as possible, with as few specifics of and assumptions about any partic-
ular network or communication mechanism. Our formulation for the transport capacity
limits is based on the fact that between disjoint partitions (or, areas) of the network, the
available bandwidth may not be arbitrarily high. We observe that if we, again, place an
arbitrary circle on the plane, then the whole information transport between the areas
within and outside of the circle must necessarily cross the circle boundary.

Now we assume that the “density of communication links” crossing the circle boundary
cannot become arbitrarily high. For instance, in the case of wireless communication and
VANETs, the number of parallel transmissions into (or out of) the circle is clearly limited
by interference and maximal density of cars on the circle boundary. Consequently, there
is an upper bound on the communication bandwidth over the circle border that will grow
linearly with the circumference of the circle. We capture this formally in the following
way.

71



Chapter 5 Capacity Restrictions of VANETs

Assumption 1. We assume that there are a minimum radius r1 > 0 and a constant ξ > 0
such that, given an arbitrary circle with radius r ≥ r1, the maximum possible commu-
nication bandwidth b between the inside and the outside of the circle is bounded above
by

b < ξr. (5.3)

5.2 Bandwidth Characteristics of Scalable Dissemination
Schemes

Before we turn towards the question of how much aggregation is necessary, let us first
argue why data aggregation is necessarily needed for dissemination services in VANET
at all. The bandwidth at which each network participant may received data from mea-
surement points is limited. According to our model, considering a circle with radius r1

around the participant’s current position, it is clear that the total data rate for informa-
tion from measurement points outside this circle provided to the participant cannot ex-
ceed ξr1. If each measurement point produces data with at least some positive minimum
data rate b and the participant is interested in more and more measurement points out-
side the circle, it is immediately evident that the necessary total bandwidth will at some
point exceed ξr1. Thus, in order to be able to serve the interests of the network partici-
pants under all circumstances, a VANET dissemination protocol must use techniques to
reduce the necessary bandwidth.

One approach would of course be to limit the number of interests. This, however, is
hardly viable. It is of course easily possible to put a limit on the allowed number of in-
terests of a single network participant; the number of interests may even be inherently
constrained by the application. Note, however, that it will often be the case that many
network participants which are interested in very different parameters are located in the
same geographical area. For example, cars with very different destinations and driving
routes may be underway on the same road. They will be interested in, for instance, the
current traffic condition on very different parts of the road network. However, despite
the almost arbitrarily large variety of interests, the total ingress bandwidth for these cars
is still limited. (In terms of our model, consider a circle encompassing all the cars, then
the total bandwidth into this circle is limited.) Thus, a much more promising approach
is to use in-network summarization and aggregation techniques to adjust the resolution
of the provided information (and thus the necessary bandwidth) in order to respect the
inherent bandwidth limitations of inter-vehicle communication.

Such aggregation techniques are possible in many different shades and flavors. As men-
tioned in Sections 2.3.3 and 2.3.4, for instance, information from the measurement
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points within the same geographical area may be aggregated, such that only a sum-
mary is transmitted to interested parties further away, proposed in [CGM06]; informa-
tion from individual vehicles on a road may be combined as in [NDLI04b]; the frequency
at which information about certain geographical regions is transmitted may be adjusted
like in [KSA02]; syntactic compression techniques may be used to yield smaller aggre-
gates, as suggested in [IW08a]. All these techniques—for themselves or in combination—
aim at reducing the bandwidth used per measurement point with increasing distance of
the interest, either by using coarser approximations of the value itself (i. e., data rep-
resentations requiring less bits), by sending updates less often, or by transmitting one
single value for a whole group of measurement points.

In our analytical approach to determine the fundamental limits of aggregation we need
to find a way to abstract from the concrete approaches and mechanisms of aggrega-
tion. We therefore identify the reduction of the bandwidth per measurement point with
increasing distance as a common feature, which is present regardless of the concrete
means to achieve it. Detailed, frequently updated information is made available for
nearby areas, while the representations become coarser for longer distances. From this
point of view, the essential feature of an aggregation scheme is the amount of bandwidth
spent depending on the distance: given an interest with distance d , how much band-
width is spent on making information available to the interested party? Consequently,
we characterize an aggregation scheme by its bandwidth profile.

Definition 4. A monotonically decreasing function

b : R→R≥0 (5.4)

is a bandwidth profile of an aggregation scheme 𝒜 if 𝒜 ensures that for all interests i =
(x,m) ∈ ℐ the interested party x is supplied with information about measurement point m
at least with data rate b(‖i‖).

In the remainder of this section, we will prove for the general case of arbitrary mea-
surement point sets (with a max-density property) and interests that if an aggregation
scheme has a bandwidth profile b for which b(d) ∈/ o(1/d 2)1, then the bandwidth lim-
itations established by Assumption 1 do not allow to ensure that all interests can be
appropriately served. Hence, practical aggregation schemes should be constructed in
a way such that the bandwidth used per measurement point decreases faster than with
the square of the interest’s distance.

1o(1/d2) describes the set of functions which decrease asymptotically faster than 1/d2. More formally,
b(d) ∈ o(1/d2) if and only if

∀c > 0 : ∃d0 > 0 : ∀d > d0 : b(d) < c

d2
.
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The following lemma states a sufficient (but not necessary!) condition for a measure-
ment point distribution to ensure that a max-density condition holds.

Lemma 1. Let δ > 0, r0 > 0 be given such that δr 2
0 > 1. If the measurement points in M

are distributed in such a way that the distance between any two measurement points is at
least

∆ := 2p
δ− r−1

0

, (5.5)

then a max-density condition with parameters δ and r0 according to Definition 1 holds.

Proof. We first note that ∆ is well-defined and positive because from δr 2
0 > 1 if follows

that
p
δ− r−1

0 > 0. We must show that for any circle C with radius r ≥ r0 less than δr 2

points can be fit into C , if the pair-wise distances between the points are all at least ∆.
The latter is equivalent to stating that if we draw a circle with radius ∆

2 around all mea-
surement points within C , then none of these small circles may intersect with each other.

Observe that the centers of all small circles must lie within C . Therefore, all the small
circles fully lie within a circle C+ with the same center as C and radius r + ∆

2 . Thus, the
total area of the small circles (each covering an area of π(∆/2)2) is less than the area of
C+, which is π(r +∆/2)2. (It is strictly less because C+ can impossibly be fully covered by
small circles.) Therefore, for the total number n of small circles (i. e., the total number of
measurement points within C ) it holds that

n < π
(
r + (∆/2)2

)
π(∆/2)2 = r 2

(∆/2)2 + 2r

∆/2
+1 = r 2

(p
δ− 1

r0

)2

+2r

(p
δ− 1

r0

)
+1. (5.6)

Because r ≥ r0, n is thus bounded above by

r 2
(p

δ− 1

r

)2

+2r

(p
δ− 1

r

)
+1 = r 2δ. (5.7)

Consequently, the max-density condition holds.

Lemma 2. On the boundary of a circle with radius r ≥ ∆
2 , at least

⌊4r
∆

⌋
points can be

positioned such that for each pair of points their distance is at least ∆.

Proof. We show that when
⌊4r
∆

⌋
points are evenly distributed on the boundary of a circle

with radius r ≥ ∆
2 , the distance between two neighboring points is at least ∆. The angle

α between two neighboring such points on the circle is

α= 2π⌊4r
∆

⌋ ≥ 2π
4r
∆

= π

2

∆

r
. (5.8)
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The distance µ between the points is the base of an isosceles triangle with arm length r
and angle α. Hence,

µ= 2r sin
(α

2

)
. (5.9)

Note that ∀x ∈ [0,π/2] it holds that sin(x) ≥ 2x
π , and also note that α < π (because r ≥ ∆

2
and thus

⌊4r
∆

⌋≥ 2). Therefore,

µ≥ 2r
2α

π
≥ 2r

2

π

π∆

4r
=∆. (5.10)

From the fact that the distance between each pair of neighboring points is at least ∆, it
easily follows that all pair-wise distances are at least ∆.

In the following, we will assume that the parameters δ and r0 from the max-density
condition as well as the parameters ξ and r1 from the bandwidth limit assumption are
fixed and given. Let furthermore ∆ in the following denote the quantity 2p

δ−r−1
0

, as in

Lemma 1.

We will now show that any bandwidth profile must be in o(1/d 2), or otherwise there is
a possible constellation of measurement points and interests such that a max-density
condition holds, but not all interests i can be served with bandwidth b(‖i‖). We prove
this by contradiction. Therefore, let from now on b be a bandwidth profile for which

b(d) ∈/ o

(
1

d 2

)
. (5.11)

We will proceed in three steps towards a proof. We first construct a set of measurement
points M∗ and set of interests ℐ∗ based on the parameters δ, r0 from the max-density
condition. We then show that for this construction the max-density condition holds.
Finally, we prove that serving all interests i ∈ ℐ∗ with bandwidth at least b(‖i‖) is infea-
sible.

Note that b ∈/ o(1/d 2) means that there is a constant c > 0 such that

∀d0 > 0 : ∃d > d0 : b(d) ≥ c

d 2 . (5.12)

Let in the following c be such a constant.

Definition 5. Let k0 := max{r1,r0,∆}.

For all i ∈N>0 let ki ∈R be a value for which

ki > 8ki−1 +∆ and b(ki ) ≥ c

k2
i

. (5.13)
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Such ki exists for all ki−1 because b(d) ∈/ o(1/d 2) (refer to the remark above for d0 = 8ki−1+
∆ and d = ki ).

Based on the sequence (ki )i∈N we can now construct M∗ and ℐ∗ as follows.

Definition 6. Let M∗ be a set of measurement points defined as follows.

We first construct a sequence of primary circles. The primary circles are all centered at the
origin. The i -th primary circle, denoted by Ci ,0, has radius ki .

For all i ∈N>0 we construct further circles, called secondary circles. The secondary circles,
too, are centered at the origin. Between Ci−1,0 and Ci ,0, there are wi −1 secondary circles,
denoted by Ci ,1, . . . ,Ci ,wi−1, where

wi =
⌊

ki −ki−1

∆

⌋
. (5.14)

The radius of Ci , j is ki − j∆.

Figure 5.1 visualizes the construction with primary circles and secondary circles (dashed).

Ci-1,0

Ci,0

Ci,1

Ci,2

Figure 5.1: Primary and secondary circles in the construction of M∗.

According to Lemma 2, ⌊
4(ki − j∆)

∆

⌋
(5.15)

points can be positioned on Ci , j , such that they all have a pair-wise distance of at least ∆.
M∗ consists of such points on all circles Ci , j . The exact placement of the points on the
circle is not relevant in the following, as long as the pair-wise distance is at least ∆; for
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5.2 Bandwidth Characteristics of Scalable Dissemination Schemes

instance, one point on Ci , j could be positioned at coordinates (0,ki − j∆), with the rest of
the points uniformly spaced over the circle boundary.

Let the i -th zone, Zi , be the subset of M∗ that contains all measurement points that re-
side on the circles Ci ,0, . . . ,Ci ,wi−1 (i. e., it comprises the primary circle Ci ,0 and all sec-
ondary circles between Ci−1,0 and Ci ,0). Let zi denote the number of measurement points
in zone Zi .

Finally, let
ℐ∗ = {((0,0),m) | m ∈ M∗}.

We are now ready to prove that a max-density condition with parameters δ and r0 holds
for our construction.

Theorem 1. A max-density condition with parameters δ, r0 holds for M∗.

Proof. We will show that for any two measurement points m1,m2 ∈ M∗,m1 =/ m2 the
distance ‖m1 −m2‖ is at least ∆. First, note that according to Definition 6 the difference
between the radii of any two circles is at least∆. Therefore, if m1 and m2 reside on differ-
ent circles, their distance must be at least∆. If m1 and m2 are located on the same circle,
however, their distance is also at least ∆ by construction.

Consequently, the distance between any pair of measurement points is at least ∆. Thus,
by Lemma 1, the max-density condition holds.

We now turn towards the number of measurement points within the individual zones
and make the following observation. First, however, we show a simple lemma which will
be of great help in the proof.

Lemma 3. For all k ∈N,k ≥ 1 and all x ≥ k it holds that

bxc > k

k +1
x. (5.16)

Proof. For x ∈ N the assertion trivially holds. Thus, we focus on the case x ∈/ N. Let
y := x −bxc. Since k ∈N and x ≥ k we also have that bxc ≥ k. Because 0 < y < 1 we get

bxc
y

> k ⇒ bxc > k y ⇒ bxc > k(x −bxc)

⇒ (k +1)bxc > kx ⇒ bxc > k

k +1
x.

(5.17)
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We can now establish a lower bound on the number of measurement points in a
zone Zi .

Lemma 4. Let i ∈N>0. For the size zi of zone Zi it holds that

zi >
k2

i

2∆2 . (5.18)

Proof. According to the definition of M∗ above, the total number of measurement points
in zone Zi is

zi =
wi−1∑
j=0

⌊
4(ki − j∆)

∆

⌋
(5.19)

Since 4(ki− j∆)
∆ > 1 for any j < wi , we can apply Lemma 3 and get

zi >
wi−1∑
j=0

2(ki − j∆)

∆

= 2
wi−1∑
j=0

ki

∆
−2

wi−1∑
j=0

j

= 2

⌊
ki −ki−1

∆

⌋
ki

∆
−2

(wi −1)wi

2
.

(5.20)

Since per definition ki > 8ki−1 and ∀i ∈N : ki ≥∆ it holds that

ki −ki−1

∆
> 7. (5.21)

We may thus again apply Lemma 3 and obtain

zi >
7(k2

i −ki ki−1)

4∆2 − (wi −1)wi . (5.22)

Recall that the number of circles in zone Zi is

wi =
⌊

ki −ki−1

∆

⌋
(5.23)

and therefore

1 ≤ wi < ki

∆
. (5.24)

Thus,

(wi −1)wi <
k2

i

∆2 (5.25)
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and we arrive at

zi >
7(k2

i −ki ki−1)

4∆2 − k2
i

∆2

= 3

4

k2
i

∆2 − 7

4

ki ki−1

∆2

= 1

2

k2
i

∆2 +
(

1

4

k2
i

∆2 − 7

4

ki ki−1

∆2

)

= 1

2

k2
i

∆2 +
(

(ki −7ki−1)ki

4∆2

)
(5.26)

Since per definition ki > 7ki−1, the term in parentheses is positive and thus

zi >
k2

i

2∆2 . (5.27)

This is the assertion.

Theorem 2. Let b be an arbitrary bandwidth profile for which b(d) ∈/ o(1/d 2). Then, for
measurement points M∗ and interest ℐ∗ as defined above, not all interests i ∈ ℐ∗ can be
served with bandwidth at least b(‖i‖).

Proof. Let M∗ and I∗ be defined like above. Consider a circle C∗ centered around 0 with
radius r1. Note that all circles in the definition of M∗ have a radius larger than r1 (since
k0 ≥ r1); thus, all points in M∗ are located outside C∗. Since for each point m ∈ M∗ there
is an interest im = ((0,0),m) ∈ ℐ∗, information about m must be transported into C∗ at
least with bandwidth b(‖im‖). Note that ‖im‖ is equal to the radius of the measurement
point circle (according to the definition of M∗) on which m is located.

Now observe that for each measurement point m in zone Zi , the bandwidth that must
be spent for the point when delivering information for interest im is bounded below as
follows

b(‖im‖) ≥ b(ki ), (5.28)

because b is monotonically decreasing per definition and ‖im‖ ≤ ki .

Therefore, the total bandwidth B that must be transported into C∗ to serve all interests
according to b is—by summation over the zones—bounded below by

B ≥
∞∑

i=1
b(ki )zi ≥

∞∑
i=1

c

k2
i

zi . (5.29)
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According to Lemma 4, we thus have

B ≥
∞∑

i=1

c

k2
i

(
k2

i

2∆2

)
= c

2∆2

∞∑
i=1

1. (5.30)

This sum obviously does not converge, therefore infinite bandwidth into the circle C∗

were necessary to serve all interests. Since the bandwidth available for transmissions
into C∗ is finite (bounded above by ξr1 according to Assumption 1), the assertion holds.

5.3 Conclusion

In this chapter we have analyzed the fundamental limit of information dissemination.
Instead of spreading continuously updated information in the network which would
rapidly congest it, we focused on techniques that summarize and aggregate data depen-
dent to their covered distance. In order to determine the minimal “amount” of aggrega-
tion necessary we assumed that measured information is aggregated and transported in
a network with limited capacity. We showed theoretically that an aggregation scheme’s
bandwidth needs to be in o(1/d 2), where d is the covered distance, in order to be scal-
able. This means that it is not feasible to spread information in the network if the amount
of data is reduced quadratically or even less with the distance.
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Chapter 6

Data Aggregation and Roadside Unit
Placement for a VANET Traffic Information
System

In the last two chapters we recognized that information dissemination applications
based on VANETs face two key challenges: a limited network capacity shared by all cars
and—at least initially—a highly partitioned network limiting the speed of data dissem-
ination. In this chapter we tackle these problems in the context of a cooperative traffic
information system, where all participating vehicles gather data on the current traffic
situation. This information is then distributed so that other cars may use it for improved
route planning.

As we have seen in Chapter 5, it is not possible to distribute all data to all equipped
vehicles. This would quickly exceed the available bandwidth. Instead, we propose to
aggregate it in a hierarchical fashion: the farther away a region is, the coarser will be the
information on its traffic situation. The general idea of hierarchical aggregation is not
new. However, existing hierarchical aggregation schemes focus on combining data from
geographical regions, with aggregates representing averages or extremal values within
these regions. This may be fine for aggregating information like the availability of park-
ing places. It is useful to have an aggregate describing the total number of available
parking places within some region. For a traffic information system, however, it is not
sufficient to know geographical averages or extremal values. We therefore propose a
hierarchical aggregation scheme for travel times in road networks. Essentially, we use
coarser and coarser approximations of the road network to summarize travel times in
regions that are farther and farther away.

The aggregation scheme allows to deal with network capacity limits by summarizing
the collected data. But we know that VANETs also suffer from very limited connectiv-
ity and from limited information propagation speed, especially during the early rollout
phase. However, we have discussed in Chapter 4 to improve information dissemination
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by adding comparatively inexpensive infrastructure at some locations in a city. These
stationary supporting units (SSUs) exchange information with cars passing by and, us-
ing a backbone network, with each other, thereby delivering information rapidly to more
distant regions. However, while we have shown that even a very limited number of SSUs
can largely improve the dissemination process, it is not yet clear where they should be
located.

Therefore, as the second major contribution of this chapter, we present an optimization
methodology to find a good placement for supporting units in the context of a VANET-
based traffic information system. The presented approach makes use of a genetic algo-
rithm in order to maximize the travel time savings of cars in a city environment.

The remainder of this chapter is structured as follows. Related work is reviewed in Sec-
tion 6.1. In Section 6.2 we introduce our scheme for aggregating travel time information
in city environments. We show in Section 6.3 how a combination of good SSU locations
for a traffic information system on the basis of this aggregation scheme can be found.
We present and discuss the results of a simulative evaluation in a VANET city scenario in
Section 6.4. Finally, we conclude this chapter with a summary in Section 6.5.

6.1 Related Work

Developing an advanced traffic information system (ATIS) that makes use of current in-
formation about the condition of streets is complex in different tasks. The most impor-
tant goal to be reached is spreading the information to vehicles that are in interest for it.
Only if this is done in a reliable manner, a route calculation algorithm can be used. In the
following paragraphs we want to review some studies in the context of these calculation
methods.

TraffCon is a hybrid approach consisting of a wireless (mesh) network to disseminate
road condition information to a server based navigation system presented in [CM08].
The authors propose to use vehicle based making of observations that will be sent in
combination with a desired destination to a routing server. This server then calculates
the current fastest route to the destination as requested. The calculation is based on
a fitness function that aims to decrease the emission of CO2 as well as congestion at
one particular road. The route is then sent back to the vehicle by using the wireless
network.

Building a hierarchy in order to facilitate the solving of a problem is not specific to any
application. Thus, similar strategies are useful for different challenges. In different stud-
ies [BFSS07, SS06, NBB+08, DW07] the respective authors present approaches that also
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deal with navigation systems. But their main focus is on improving the calculation pro-
cess of favorable routes in such a system. By using different layers the calculation process
can be split into several smaller calculation processes. The connection points between
these layers are called landmarks. The idea behind this is that a car will first reach a dis-
tinct landmark on a lower layer and then will follow a route on the next higher layer and
so on. This is a naturally implementation of existing street types.

The navigation system proposed in this thesis also makes use of landmarks. Neverthe-
less, the focus is orthogonal to the one above. Landmarks are mainly used for the cre-
ation of aggregates. At a first glance this seems to be very similar. However, in this thesis
the focus is not on calculating routes, we consider the creation of aggregates to dissemi-
nate information to further regions. Indeed, both approaches could be easily combined.
This would on the one hand allow to disseminate information on traffic situations. On
the other hand these aggregates could then be used by the above mentioned approaches
to calculate appropriate routes in a very efficient manner1.

6.2 Aggregation

The basic idea of our aggregation scheme is as follows: we define landmarks on multiple
levels of a hierarchy in the road network. At the highest level these are junctions of the
main roads or highways. Lower levels include all higher level landmarks plus more and
more intersections of smaller streets. The lowest level is a representation of the full road
network. Cars passing a road segment can make an observation of the current travel time
between two neighboring landmarks. This information is distributed within the closer
surrounding. It is used by cars to calculate travel times between landmarks of the next
higher level, thereby summarizing the travel times in the area. This coarser picture on
the travel times is distributed in a larger area than the observations of individual cars. It
is also used to calculate the travel times between landmarks of the next higher level of
the hierarchy, and so on.

These aggregation steps are performed by the cars themselves, in a completely decen-
tralized fashion, whenever information becomes locally available that is a suitable basis
for forming an aggregate.

1In our implementation we use an A* shortest path algorithm [HNR68, HNR72] for the calculation of short-
est paths.
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6.2.1 Aggregation on a Single Level

Figure 6.1 depicts an example situation for a single hierarchy level. The travel time be-
tween the landmarks Eiffel Tower and Arc de Triomphe is determined. These two high-
level landmarks are connected via a number of possible routes over landmarks on the
next lower level, here indicated by circles. The travel times between these lower-level
landmarks are known, either from direct observations or from received or previously
calculated lower-level aggregates. The aggregated travel time from Eiffel Tower to Arc
de Triomphe is the travel time along the minimal travel time route between these two
points. Essentially, this compresses all information on all possible paths between two
landmarks to a “virtual” link between both landmarks.

This approach can be stated more formally as follows. The road network can be seen as a
directed graph G(E ,V ) consisting of junctions v ∈V and street segments e ∈ E ⊆V 2 con-
necting these junctions. The segments are rated with a weight w(v1, v2) corresponding
to the current travel time. Some junctions are distinguished as landmarks l ∈ L,L ⊆ V .
A route r (A,B) between two landmarks A and B is a sequence of junctions (v1, . . . , vn)
such that v1 = A, vn = B and all pairs of consecutive junctions are connected by a street
segment, i. e., for all i = 1, . . . ,n −1 there exists (vi , vi+1) ∈ E . The cost of this route is

‖(v1, . . . , vn)‖ :=
n−1∑
i=1

w(vi , vi+1). (6.1)

Let R(A,B) denote the set of all possible routes from A to B . We can then define the
fastest route r∗(A,B) as follows:

r∗(A,B) := argmin
r∈R(A,B)

‖r‖. (6.2)

‖r∗(A,B)‖ is used as the travel time between landmarks A and B on the next higher level.
I. e., the operation performed when calculating an aggregate is to determine ‖r∗(A,B)‖
based on lower-hierarchy travel times. Any standard routing algorithm may be used in
order to calculate ‖r∗(A,B)‖. Note that it is not relevant which route actually achieves
this travel time. While the car is further away from both landmarks, the relevant infor-
mation is that it is possible to travel from A to B within the given time. When it comes
closer to the respective area, it will receive the locally available, more detailed informa-
tion. This information can then be used for routing.

Aggregated travel times should not be calculated for each pair of landmarks. First, this
would result in a number of aggregates that grows like O(n2) with the number of land-
marks. More importantly, however, travel times aggregates between landmarks that are
very far away from each other do also not contribute much additional information: there
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Figure 6.1: Landmark aggregation.
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will be many other landmarks “in between”, and a sequence of aggregates over those is
likely to be a good approximation of the travel time between the distant pair of land-
marks. Hence, only such pairs should be considered that are not too far apart. It is either
possible to use a fixed criterion, like a maximum beeline distance of landmark pairs for
which aggregates are formed on a given hierarchy level, or to mark the landmark pairs
explicitly in the map data, choosing them such that a good approximation of the underly-
ing road network is maintained. In our evaluation here, we follow the latter approach.

6.2.2 Judging the Quality of Information

Before calculating the aggregated travel time between two landmarks and passing it on
to other cars, a car needs to be able to judge whether its knowledge about the current
traffic situation suffices for a good estimate. From a very general perspective, a very
large number of road segments could lie on a possible route between two landmarks. It
is therefore necessary to determine which road segments are likely to be relevant for the
travel time estimate. An aggregate may be formed if information on these relevant road
segments is locally available.

In order to define the set of relevant road segments, we look at what we call the standard
travel times along the road segments. These travel times are hard-coded in the road
map data and represent reasonable expectations of the travel times, as they are currently
used for non-dynamic road navigation systems. One can easily calculate the optimal
standard route r∗

std(A,B) from A to B on the basis of this static data—this is essentially
what current navigation systems do. For any route r , it is also easily possible to calculate
the standard travel time ‖r‖std.

We then choose a threshold θ > 1. We define the set ℛ(A,B) of relevant road segments
between two landmarks A and B to encompass all road segments that lie on a route
for which the standard travel time is at most by a factor of θ longer than the optimal
standard travel time. I. e., a road segment e is inℛ(A,B) if and only if there exists a route
(v1, . . . , vn) from A to B such that e is part of that route and

‖(v1, . . . , vn)‖std ≤ θ · ‖r∗
std(A,B)‖std. (6.3)

Since this criterion is based only on the (static) standard travel times, the set of rele-
vant road segments does not depend on the current traffic situation or on a car’s current
knowledge. We allow the calculation of an aggregated travel time from A to B if informa-
tion on the road segments inℛ(A,B) is available.
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6.2.3 Hierarchical Aggregation

In order to perform hierarchical aggregation, landmarks are assigned a level in a hierar-
chy. The number of landmarks corresponds to the results of Chapter 5. Landmarks of
a higher level are also members of all lower levels. More formally spoken, for a set of
landmarks Li of an aggregation level i :

Li ⊂ Li−1 ⊆V , i > 1. (6.4)

To form an aggregate on hierarchy level i , the aggregates of level i − 1 are used in the
very same way as individual observations of cars are used on the first level. Thus, the
landmarks on level i −1 are used like the junctions in the discussion above, and the ag-
gregated travel times between them take on the role of the travel times along individual
street segments.

The area in which individual observations and aggregates are distributed is, by design,
limited based on their level in the hierarchy. Individual observations are distributed in
a very limited range whereas the highest level aggregates are distributed in the whole
network.

In Figure 6.2(a), this aggregation mechanism is depicted. The driver of the car located in
the south of the scenario intends to travel towards the north. Three hierarchy levels can
be seen here. The circles around the car indicate the regions from which detailed, fine-
grained level 0 information, slightly aggregated level 1 information, and more coarsely
aggregated level 2 information is available to this car. As the car travels towards its des-
tination, these regions shift as shown in Figure 6.2(b), as additional information is re-
ceived.

The destination of a trip will not always be a high-level landmark position. Nevertheless,
the aggregated information can of course be used for route planning. In order to do so, a
navigation system would “fill up” the missing information between the final destination
and close-by landmarks by using the standard travel times which are hardcoded in the
map data.

This is reasonable, because a final decision on the last part of the route is not yet required
at this stage—it is sufficient if a good choice for the immediately upcoming routing de-
cisions can be made. While the car approaches its destination, the route can be updated
and refined as more detailed information becomes available.
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Figure 6.2: Hierarchy based navigation.
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6.3 Placement of Supporting Units

During the rollout of car-to-car technology the equipment density of cars participating
in a VANET will be low. This makes timely information dissemination very difficult. It is
the second key problem that has to be solved for a VANET-based traffic information sys-
tem. In Section 4.4 we have proposed to make use of infrastructure devices—stationary
supporting units (SSU) or simply supporting units—to improve dissemination perfor-
mance. SSUs use the same radio technology and essentially the same application as
equipped vehicles. They are able to receive observations and aggregates from passing-
by cars. They also send beacons and thereby hand over their knowledge to cars. The
central benefit of SSUs, however, is achieved by connecting them via a backbone net-
work, allowing them to exchange information. This can bring up-to-date knowledge to
distant network regions in very short time.

A very limited number of SSUs is sufficient for substantial benefits. But nevertheless
SSUs incur deployment and maintenance costs. Hence, the question arises how to
achieve good performance with as few SSUs as possible, or—putting it the other way
around—at which positions in the road network of a given city a given number of SSUs
should be located in order to achieve high benefit. This question is closely related to the
employed aggregation scheme, because both in conjunction determine which informa-
tion will be able to arrive at which location and which point in time.

In the following paragraphs, we propose a way to position SSUs such that their applica-
tion level benefit is maximized. To this end we define an application level metric for a
traffic information system. This metric reflects the travel time saved by using the appli-
cation. Then we show how a genetic algorithm (GA) can be used to optimize the place-
ment with respect to this metric.

6.3.1 Optimizing Supporting Units Placements

In a city, there are typically many possible positions for SSUs. Given a set of potential
SSU locations and a number of SSUs to be placed, our approach aims to identify the
optimal subset of locations. For a given SSU positioning, it is theoretically conceivable
to run a simulation (using, e. g., an integrated simulation environment that models both
car movement and network traffic) and to measure the achieved travel time saving. But
even with a moderate number of possible locations and SSUs, the number of possible
combinations is overwhelming. If there are 100 potential locations for 10 SSUs, there are
1.73 ·1013 possible placements. With 30 SSUs, there are 2.9 ·1025 possibilities. Therefore
it is obviously not feasible to assess and compare all placements. Identifying the optimal
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subset of SSU locations actually turns out to be a very difficult optimization problem.
Here, we use genetic algorithms in order to find a good approximation.

Basically, genetic algorithms start off with a random set of “individuals” (SSU place-
ments), assess their “fitness” (achieved travel time savings) , and then generate a new
“generation” of individuals by combining features of the “fittest”. This approach has
been applied to a broad range of problems, and often yields excellent results. A more
detailed description can be found in [Gol89, SD07]. Nevertheless, the computational ef-
fort for assessing SSU placements remains significant. Typically, at least several dozens
of generations are necessary, each with many individuals. For each of these individuals
the fitness—i. e., the objective function—needs to be calculated.

A fully-fledged simulation would model car movement, the network (i. e., radio propa-
gation, medium access, exchanged beacons etc.), and the application (i. e., the contents
of the beacons) in parallel. This is computationally very expensive (with standard traffic
and network simulators at least a few hours of computation time per individual), and
is thus still not possible for all these individuals within reasonable time. Thus, some
approximations must be found, which significantly speed up the simulation, but still
capture the relevant effects in sufficient detail. We propose such a method to obtain
an estimate of travel time savings within a comparatively short time (typically 1–3 min-
utes). This is made possible by de-coupling the application-layer simulation from the
lower layers.

6.3.2 Estimating Travel Time Savings

Dissemination takes place by periodic beaconing by both cars and SSUs. Though other
approaches are generally conceivable, in the majority of schemes and also in the mecha-
nisms employed here, the transmission of these beacons does not depend on their con-
tents or on the sender’s knowledge. PHY and MAC effects do also not depend on the
data within the packets. The points in time at which the network nodes transmit and
the set of nodes receiving each transmission do therefore not depend on the transmitted
data.

Therefore, we may simulate the network traffic independently from the application. In
practice, we use VISSIM for the simulation of car movements in a city, and ns-2 for the
simulation of periodic beacons issued by all cars and SSUs; other traffic and/or network
simulators could be used without generally affecting the proposed methodology. This
simulation step yields a log file in which all beacons are recorded with their respective
receiver set, along with the car positions.
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We may then—subsequently—run a separate application simulator that reads this log
file, keeps track of the knowledge base of all nodes, performs aggregation as specified
in the previous section, decides about the data contained in each of the beacons, and
respectively updates the knowledge bases of all receivers of the beacon. This does not
allow to model the impact of changing knowledge on the behavior of the cars (in partic-
ular, their route will not depend on their knowledge). But unless the large-scale traffic
flow is significantly impacted by use of the application (implying that a very large frac-
tion of cars use it), the effects will be negligible.

The so far described approach is able to separate traffic and network simulation from
the simulation of the application. But the network simulation processes beacons sent
by stationary supporting units and therefore still depends on the SSU positioning. This
is where one of the central approximations made by our method comes into play: we
simulate SSUs at all possible SSU locations in the network simulator, and let all of them
transmit periodic beacons. In the application simulator, we then simply ignore beacons
from “non-existing” SSUs; the respective beacons are not considered when updating the
knowledge bases.

The number of SSU locations is small in relation to the number of cars. So, the vast
majority of network traffic is caused by cars, and occasional beacons sent at unoccupied
SSU locations have only negligible effects. But this simplification allows us to re-use a
traffic and network simulation log file for application simulations of any arbitrary set of
SSU locations. A set of such log files may be precomputed. A flow-chart outlining the
toolchain is depicted in Figure 6.3.

We can now draw samples of estimated travel time savings in the following way. The
application simulator assigns travel times to all road segments. Our implementation
picks a pre-configured fraction γ of the road segments and assigns them a travel time
that is φ times higher than their respective standard travel time; the travel time of all
other segments is set equal to the standard travel time. If more sophisticated models for
the travel times become available, they can of course easily be plugged in.

We choose a car at a specific point in time. The car’s position at this time is known, as
well as its (not necessarily perfect) knowledge about the current traffic situation. We
also choose a random destination for the car. We then calculate the optimal route r∗

from the car’s current position to this destination, based on this car’s knowledge. We also
calculate the optimal standard route r∗

std based on standard travel times as introduced
in Section 6.2.2. This is the route a standard navigation system would choose.
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Figure 6.3: Toolchain used for SSU placement optimization.

For both routes, we calculate the travel times based on the true current travel times as set
by the application simulator. The ratio of these two travel times is used as the estimated
travel time saving. Note that the car’s current knowledge is typically not perfect. It will
virtually always deviate from the current traffic situation to some extent (e. g., because
the situation changes over time). The dynamic route might therefore even be worse than
the standard route. The travel time benefit is thus highly dependent upon the dissemi-
nation performance: it will be high if up-to-date information relevant for the route cal-
culation is known by the car. The mean travel time savings over many such samples can
be used as a metric for the application benefit.

Of course, this approach is an approximation in many regards. The simulation method-
ology makes, as already discussed, a number of simplifying assumptions. Furthermore,
for example, cars do not actually follow their dynamically chosen routes in the simula-
tion, and thus information potentially obtained during their travel and subsequent route
adjustments are not taken into account. The central benefit of the method, however, is
that it allows to obtain a good estimate with limited computational effort. It is therefore
usable as an objective function for the optimization of the SSU placement.
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6.3.3 Genetic Algorithm

Based on the method for calculating the objective function for a given SSU placement, a
genetic algorithm (GA) can be used to actually find a good SSU placement. To this end
we need to express the set of occupied SSU locations as an “individual”. There is a rather
natural representation for this purpose: a bit string, where each bit position stands for
one SSU location. A bit is set to one if and only if there is a stationary supporting unit at
this position. An example representation is depicted in Figure 6.4. There are ten possible
positions of SSUs, four of them are used.

SSU0 SSU1 SSU2 SSU3 SSU4 SSU5 SSU6 SSU7 SSU8 SSU9

1 0 1 1 0 0 1 0 0 0

Figure 6.4: The genetic representation of supporting units.

Selection and Recombination

For each generation, the fitness of each individual is computed. We do so using the
methodology described above. Then the sum of the fitness values of all individuals in
the generation is calculated. The selection of parents for the next generation is then
performed by randomly selecting individuals based on their relative fitness, i. e., their
own fitness divided by the sum.

For a given, fixed number of SSUs, we want to optimize over all bit vectors with the re-
spective number of bits set. Therefore, when combining two parent individuals, it needs
to be ensured that the newly created individual still has the same number of bits set.
Standard recombination techniques like uniform or multi-point crossover cannot guar-
antee this. We propose to use the following recombination technique: in the child’s bit
vector, we first set all bit positions that are set in both parents (i. e., we start with the bit-
wise AND of the parents). We then “fill up” the bit vector by setting additional bits. We
choose these additional bits randomly from all bits set in exactly one of the parents (i. e.,
from those bits enabled in their bit-wise XOR).
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Mutation

After creating children individuals, it is vital for genetic algorithms that “mutations” hap-
pen. They avoid that the algorithm gets trapped in a local optimum. Mutation is done
by randomly flipping some (few, here we use 0.4 %) of the bit positions. Again we need
to make sure that the number of set bits remains constant. We therefore chose to mutate
by simply exchanging the state of two bits in the bit vector.

Parallelization

In our implementation, we use a Multi-Population Genetic Algorithm (MPGA) with two
separate populations. It has been shown that this leads to faster convergence properties
for genetic algorithms; for a survey see [CP95]. After each generation it is possible that
an individual migrates to the other population.

Search Termination

We stop the genetic algorithm if we arrive at homogeneous populations, i. e., if one spe-
cific set of SSU locations dominates the populations. If no homogenization occurs, we
stop the algorithm after a fixed number of generations.

The operation of the genetic algorithm is summarized in Figure 6.5. Whenever one it-
eration (i. e., one generation of individuals) is finished, the individuals of the old pop-
ulation are replaced by newly recombined and mutated ones. In order not to lose the
information of the so far overall best individual, the memorized chromosome is also
included into the new population. In the last step of each iteration, the algorithm ran-
domly chooses an individual from each population. These individuals are then moved
to the other population. After this final step the genetic algorithm proceeds with the next
generation.
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Figure 6.5: The procedure of a GA based optimization approach.
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6.4 Evaluation

In order to evaluate the aggregation scheme and SSU placement methodology outlined
above, we apply it to a specific VANET city scenario model and analyze aspects of both
the traffic information system and the SSU placement approach with genetic algorithms.
In a very similar way, it could be applied to find good locations of supporting units for
any other real city, given that a sufficiently detailed road and traffic model has been made
available.

6.4.1 Simulation Setup

Likewise as in Section 4.2.1, we utilize VISSIM to simulate vehicular traffic in the city of
Brunswick, Germany. We use an average equipment density of 0.25 equipped vehicles
per radio range. This corresponds to a VANET equipment ratio of 5% of all cars. In ns-
2, IEEE 802.11 is employed as the MAC protocol, with the two-ray ground propagation
model, a communication range of 250 meters, and a carrier sense range of 550 meters.
The network simulator also uses the obstacle model that does not allow radio signals to
propagate through the walls of buildings as introduced in Section 3.2.

As mentioned above, the objective of the genetic algorithm is to find the optimal vector
of supporting units for 100 predefined possible locations (this could, e. g., be the posi-
tions where potential cooperation partners are located, who would allow for a SSU to be
installed). The genetic algorithm starts with 40 individuals, split into two populations.
Each simulation run of the application simulator uses a randomly chosen random seed.
This ensures that the process does not get stuck in a local optimum. Our implementation
uses a maximum of 100 generations. If this number is reached before homogeneity has
occurred, the algorithm is stopped. This did, however, not happen in our simulations.

6.4.2 Travel Time Savings

It seems obvious that placing more supporting units in the scenario improves the per-
formance of the dissemination process and hence higher travel time savings can be
achieved. In Figure 6.6, this expectation is confirmed. On the x-axis the number of used
supporting units is shown. The y-axis shows the relative travel time for the best support-
ing unit vector found by the genetic algorithm. The error bars show 99.9% confidence
intervals. A value of one means that no savings can be achieved compared to the cur-
rent travel time on the optimal standard route, i. e., ‖r∗‖ = ‖r∗

std‖. If supporting units are
placed at all 100 considered locations, an average car needs a relative travel time of 0.9
compared to the standard travel time. This is equivalent to a travel time saving of 10%.
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Similar time reductions, however, are also possible with fewer supporting units. Even
without any infrastructure support the aggregation based dissemination scheme is able
to deliver data to cars that can help to improve their routes. The knee in the plot indicates
that a good tradeoff between cost and utility in the considered city could be between 10
and 30 SSUs.

It should be noted that a large number of cars does not profit from the additional infor-
mation, since the standard path to their destination is not congested, or despite a cer-
tain level of congestion no better alternative route exists. Those vehicles would not profit
from any traffic information system at that time. However, they are included in the cal-
culation of the average travel time savings. Cars for which better routes actually do exist
often exhibit substantially larger improvements than the above average values.

This can be seen by investigating the distribution of travel time savings. Figure 6.7 shows
the cumulative distribution function of the individual relative travel times. The large
fraction of cars with a relative travel time of one includes all those cars that would choose
the same path without any dynamic information.

6.4.3 Genetic Algorithm Evolution

Figures 6.8 and 6.9 depict the evolution of the vector of supporting units while the ge-
netic algorithm is running. On the x-axis the IDs of all possible SSU locations are shown.
The z-axis, on the right hand side of the figures, shows the progression of generations.
For each possible position of a supporting unit in each generation, the z axis shows the
number of individuals in which the respective location is occupied by a SSU. Initially,
the SSU vectors are chosen randomly, so in the first generations, the supporting units
are distributed very homogeneously over the locations. After some generations, how-
ever, clear trends become visible and the individuals start to become more and more
similar. Some places are virtually completely abandoned quite early. At some point a
specific combination of SSU positions becomes predominant and the genetic algorithm
cannot gain any further improvement.

A final evaluation of the results of the genetic algorithm is depicted in Figures 6.10
and 6.11. Here, the locations of the supporting units are shown in the analyzed sce-
nario. The crosses represent the 100 possible SSU locations. The locations chosen by the
genetic algorithm are marked using squares. It is conspicuous that SSUs are distributed
quite uniformly around the city center, in particular if few of them are available. When
more supporting units are available, like in Figure 6.11, SSUs are also placed within the
city center.
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Figure 6.8: Evolution of SSU vectors with ten active supporting units.
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Figure 6.9: Evolution of SSU vectors with thirty active supporting units.
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Figure 6.10: Placement of ten active supporting units.

Figure 6.11: Placement of thirty active supporting units.
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6.5 Conclusion

In this chapter, we have presented an aggregation scheme for travel time data in road
networks. In order to disseminate information within a large network, aggregation is
done by means of a multi-layer hierarchy of approximations of the road network. A land-
mark based aggregation scheme distributes information about the travel times between
prominent points of the considered network in order to build an abstract view of more
distant regions.

Given this aggregation scheme, it then becomes possible to tackle the second big issue in
a VANET-based traffic information system: how and where infrastructure should be used
in order to improve information dissemination over larger distances. We have intro-
duced an approach for optimizing the placement of networked roadside infrastructure—
(stationary) supporting units—based on genetic algorithms. By a simulation methodol-
ogy that separates movement and network issues from application behavior it becomes
possible to estimate the travel time savings achieved by a given vector of active SSU lo-
cations. These savings can be used as a fitness metric, making an application-centric
optimization approach feasible. We have confirmed the viability of this approach and as-
sessed the achievable improvements by applying it to a large-scale city VANET model.
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Chapter 7

Probabilistic Aggregation for Data
Dissemination in VANETs

In order to disseminate traffic information in a comparatively large area, aggregation
mechanisms have been proposed to keep the amount of data at a low level. In the
last chapter, we have presented an approach for the hierarchical aggregation of data
that allows to transmit current information on road situations in an efficient way.
Nevertheless, other applications in the context of VANETs have been designed. For
instance, Caliskan et al. present in [CGM06] a system to exchange information on
free parking places [CGM06]. To this group also belong TrafficView [NDLI04b], SO-
TIS [WER+03b, WER05], CASCADE [IW08a], or StreetSmart [DJ07]. They all have in com-
mon that cars autonomously perform measurements about the environment that is then
disseminated to other vehicles.

Typically, this is accomplished in the following way. Each car makes observations. An
observation is essentially some measured value (traffic density, free parking places,. . . ),
related to a position in space (i. e., a road segment or a small area) and a point in time
when the observation has been made. All or part of the locally stored information is peri-
odically sent in a beacon based on single-hop broadcasts. Upon reception of such a bea-
con, a node incorporates the received data into the local knowledge base. By comparing
the timestamps of observations, it can ensure that always the most up-to-date value for
each position is stored and redistributed. However, if we assume that the spatial den-
sity of points for which observations are made is approximately constant, the amount
of data increases quadratically with the covered radius. Thus, the amount of data to be
broadcasted by each car will likewise increase quickly. This is fatal for the scalability of
such a system.

To overcome this problem, the use of hierarchical data aggregation has been proposed:
with increasing distance, observations concerning larger and larger areas (or road seg-
ment lengths) are combined into one single value. Such an aggregated value could, for
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example, be the average speed on a longer road segment, or the percentage of free park-
ing places in a part of a city. Coarse aggregates are made available at greater distances,
more detailed data is kept only in the near vicinity.

A fundamental issue that arises is that aggregates can not, like single observations, be di-
rectly compared with respect to the up-to-dateness and completeness of the contained
data. They are created by cars that will typically not have the most up-to-date measure-
ments for all underlying points available. Therefore, multiple aggregates for the same
area may exist, based on different, but likely overlapping knowledge. To decide which
one is based on “better” underlying data is hard, if not impossible.

In this chapter, we thus propose an algorithm for the representation and merging of ag-
gregates that solves this issue. We achieve this by a special data structure: both single
observations and aggregates in our scheme do not carry the value of, e. g., the number
of free parking places directly, but instead contain an approximation of it in form of a
modified Flajolet-Martin sketch [FM85]. This still does not provide a way to compare
the quality of two aggregates directly, but it allows for something even better: in our
scheme, multiple aggregates for the same area can be merged, yielding a new one that
incorporates all the information contained in any one of the aggregates. This is funda-
mentally different from existing approaches where two aggregates describing the same
area cannot be merged1. In our scheme it is no longer needed to decide which aggregate
contained more up-to-date information since the resulting aggregate comprises all the
information from all aggregates that have been merged.

Our approach also allows observations or lower-level aggregates to be integrated into
an already existing higher-level aggregate at any time. Note that this is not feasible with
existing approaches, because it cannot be determined which data is already present in
the aggregate and interesting aggregates like sums or averages are typically duplicate
sensitive.

Apart from making decisions regarding the aggregate quality unnecessary, the proposed
scheme also largely eases the generation of good aggregates. In order to create a sensi-
ble aggregate, a node would usually have to collect data on a significant fraction of the
covered area before an aggregate that likely constitutes a good representation can be
formed. With our scheme, the aggregate can instead be maintained while being passed
around in the network, always incorporating new information on-the-fly. Thus, it may
be expected that aggregates in the network are of higher quality.

1Any hierarchical aggregation scheme will provide a way to merge lower level aggregates into a higher level
aggregate. This is not what we refer to. The point here is that two aggregates describing the same area
are merged.
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The remainder of this chapter is structured as follows. In Section 7.1, we review some
previous uses of Flajolet-Martin sketches in the networking area. Thereafter, we intro-
duce the concept of Flajolet-Martin sketches in Section 7.2 and our algorithm in detail
in Section 7.3, and propose two extensions in Section 7.4. In Section 7.5, we present and
discuss the results of a simulative evaluation of the algorithm in a VANET city scenario.
Finally, we conclude this chapter with a summary in Section 7.6.

7.1 Related Work

Considine et al. present in [CLKB04] a mechanism to collect data in a sensor network.
Here data from all nodes should be sent to a common sink. As this type of network is
prone to packet losses or node failures the mechanism should deal with these problems.
The authors thus propose to use Flajolet-Martin sketches for robust in-network aggrega-
tion. Since this data structure is appropriate to build sums of inserted distinct elements
in a duplicate insensitive fashion it is not needed to know which “route” a packet is fol-
lowed to the sink. In contrast to the coordinated collection of information towards a
sink in the sensor network we consider here in this thesis the continuously updated dis-
tribution of information to all nodes. Additionally, in the above study the problem of
removing old information does not occur. However, in an information dissemination
approach dealing with frequently changing information this is a major challenge which
we will solve here.

In [TKC+04], Tao et al. discuss the use of Flajolet-Martin sketches for spatio-temporal
database indexes. The intention is to support queries of the form: “How many objects
were in region x over the time interval t?” While these techniques could potentially be
used to speed up specific queries in a centralized traffic information system, the problem
is rather different from what we consider here, and their approaches are not transferable
to a distributed, dissemination based system.

Several other data structures for probabilistic, duplicate insensitive counting have
been proposed lately. Examples are LogLog sketches [DF03] and the HyperLogLog
sketches [FFGM07] presented by Durand and Flajolet as well as Flajolet et al., respec-
tively. In this thesis, we use Flajolet-Martin sketches because they allow to do a modifi-
cation that enables the removal of old data from the aggregates which is highly needed
for a working traffic information system.

105



Chapter 7 Probabilistic Aggregation for Data Dissemination in VANETs

7.2 Flajolet-Martin Sketches

A Flajolet-Martin sketch (also called “FM sketch” or in the following simply “sketch”) is
a data structure for probabilistic counting of distinct elements that has been introduced
in [FM85]. It represents an approximation of a positive integer by a bit field S = s1, . . . , sw

of length w ≥ 1. The bit field is initialized to zero at all positions. To add an element x to
the sketch, it is mapped to a position by a hash function h with geometrically distributed
positive integer output, where

P (h(x) = i ) = 2−i . (7.1)

The entry sh(x) is then set to one. With probability 2−w we have h(x) > w ; in this case,
no operation is performed. A hash function with the necessary properties can easily be
derived from a common hash function with uniformly distributed bit string output by
using the position of the first 1-bit in the output string as the hash value.

The central result of [FM85] is that an approximation C (S) of the number of distinct el-
ements added to the sketch can be obtained by locating the end of the initial, uninter-
rupted sequence of ones, given by

Z (S) := min({i ∈N0 | i < w ∧ si+1 = 0}∪ {w}) (7.2)

by calculating

C (S) := 2Z (S)

ρ
, (7.3)

with ρ ≈ 0.775351.

The variance of Z (S) is quite significant, and thus the approximation is not very accurate.
To overcome this, instead of only one sketch a set of sketches can be used to represent
a single value, trading off accuracy against memory. The respective technique is called
Probabilistic Counting with Stochastic Averaging (PCSA) in [FM85]. With PCSA, each
added element is first mapped to one of the sketches by using an equidistributed hash
function, and is then added there. If m sketches are used, denoted by S1, . . . ,Sm , the
estimate for the total number of distinct items added is then given by

C (S1, . . . ,Sm) := m · 2

m∑
i=1

Z (Si )

m

ρ
. (7.4)
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But, as Flajolet and Martin also state in [FM85], this formula is rather inaccurate as long
as the number of elements is below approximately 10 ·m. According to [SM07], we thus
modify (7.4) in the following way:

C (S1, . . . ,Sm) := m · 2

m∑
i=1

Z (Si )

m −2
−κ·∑m

i=1 Z (Si )

m

ρ
, (7.5)

with κ ≈ 1.75. This alleviates the initial inaccuracies, while otherwise being asymptoti-
cally equivalent to (7.4).

According to [KPS92] PCSA yields a standard error of approximately 1.12/
p

m. For
many VANET applications, sufficiently good approximations are possible at reasonable
sizes.

Sketches can be merged to obtain the total number of distinct elements added to any of
them by a simple bit-wise OR. Important here is that, by their construction, repeatedly
combining the same sketches or adding already present elements again does not change
the results, no matter how often or in which order these operations occur.

7.3 An Aggregation Scheme Based on Flajolet-Martin
Sketches

7.3.1 Creating and Merging Sketches

For the purpose of discussion, let us consider a specific application. Assume that we
are interested in disseminating the number of free parking places. For now, we do not
care about the measured values changing over time. As a first step, we use a sketch (or,
with PCSA, a set of sketches) for each road segment. We assume that a car is able to
observe the current number of free parking places while passing a road segment, e. g.,
by collecting data from sensors on the parking places, as proposed in [PGP06]. After
passing a road segment with ID r and observing n free parking places on it, a car may add
the tuples (r,1), . . . , (r,n) to the sketch for r , by hashing them and setting the respective
bits.

The locally stored sketches for the road segments are periodically broadcasted. Upon re-
ception, received and local sketches are merged by calculating the bit-wise OR. Figure 7.1
exemplifies this procedure. Two cars, A and B , make independent observations on the
same road segment (with ID 17). A observes four free parking places and thus hashes the
tuples (17,1), . . . , (17,4) into its sketch for road segment 17. B observes five free parking
places, and consequently adds (17,1), . . . , (17,5). If A and B meet later, and A receives a
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Figure 7.1: Generation and merging of FM sketch aggregates.

transmission containing B ’s sketch, A merges them by bit-wise OR and obtains a new
sketch, replacing its previous one.

The hashed tuples (r, i ) are identical for different observers, the observed value deter-
mines only how many of them are added. If all observers use the same hash function
(something that could easily be standardized), the same number of free parking places
on the same road segment will set the same bits, a lower number a subset thereof. Of
course, in the current basic algorithm, bits that have once been set will never get unset
again, and the sketch is therefore not able to follow decreasing values. We will soon see
how to extend the data structure in order to overcome this limitation.

7.3.2 Hierarchical Aggregation

Hierarchical aggregation is typically done on trees, often on symmetric and self-similar
ones like quad-trees over the two-dimensional plane. But while it may for instance be
expected that the traffic situation does not differ much among a set of similar and close-
by road segments, or that the fraction of free parking places is relatively constant within a
neighborhood, it might at the same time be vastly different not too far away: for example
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on the other side of a highway or a river. Therefore, a good aggregation scheme should
respect the environment it is imposed on. We envision that such an aggregation hier-
archy is pre-defined in the map data, following the underlying structure and grouping
areas in a way that reflects their natural relations, like city districts or road hierarchies.

This is explicitly supported by our algorithm. Let L denote the set of locations for which
observations can be made, like the entirety of road segments, or simply all points on the
map. Many aggregates are possible—in principle, any arbitrary combination of locations
could be aggregated. Possible aggregates are thus the (non-empty) elements of L’s power
set 𝒫(L). We may choose a subset 𝒜 of these as the areas for which sketches are to be
maintained:

𝒜⊆𝒫(L) \ {0/} (7.6)

The structure of 𝒜 is not constrained by our method, though certain choices exhibit
benefits.

Based on the outlined idea, hierarchical aggregation can be accomplished in the follow-
ing way. We allot sketches for all elements in𝒜. Any observation made for some location
l ∈ L can immediately be incorporated into each aggregate for which the aggregated area
A contains l , that is, l ∈ A. Consequently, in our example application of counting free
parking places, these aggregates will contain the total counts in their respective areas.

It should be noted that not necessarily for each location a separate sketch needs to be
maintained, i. e., there is no necessity that ∀l ∈ L : {l } ∈𝒜. Especially if L is large (or
continuous!), it might make sense to maintain sketches only for areas encompassing
multiple locations.

Information on small-scale areas will then typically be kept in the closer vicinity and is
broadcasted only there, while further away cars will preferably maintain and distribute
larger-scale aggregates of the region. The duplicate insensitivity of the sketches allows
for aggregates to be merged in just the same way as it has been introduced above for
sketches of single locations. But in particular, any received sketch for some area A can
immediately be incorporated into any superordinate aggregate A′, where superordinate
means that A is wholly covered by A′, i. e., A ⊆ A′.

To allow for incorporating received information into as many aggregates as possible, 𝒜
will thus indeed often be a hierarchical tree structure, where for all A1, A2 ∈𝒜 it holds
that

A1 ∩ A2 =/ 0/ =⇒ A1 ⊆ A2 ∨ A2 ⊆ A1. (7.7)

Even this, however, implies neither any symmetry nor the same depth of all subtrees
of any given node. It also does not exclude cases where some higher-level area is not
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Figure 7.2: Merging of soft-state sketches.

completely covered by smaller subareas. Therefore, this concept is much more powerful
than the commonly used aggregation trees.

7.3.3 Soft-state Sketches

With the so far discussed algorithm, the sketches will always represent the maximum of
all ever observed values for each road segment. This is of course not desirable. Therefore,
a method is needed to remove old observations.

We accomplish that by modifying the original FM sketches. We use small counters of n
bits length instead of single bits at each index position. These counters represent a time
to live (TTL) in the range 0, . . . ,2n−1 for that bit. The operation of setting a bit to one after
an observation is replaced by setting the corresponding counter to the maximum TTL, to
T := 2n −1. Broadcasts containing the sketches are sent at regular intervals. Just before
sending such a broadcast with information from the local knowledge base, all counters
in the locally maintained sketches are decremented by one, if they are not yet zero.

When incorporating a received sketch into the local knowledge base, the bit-wise OR is
substituted by a position-wise maximum operation. This yields a soft-state variant of
FM sketches, in which previously inserted elements essentially die out after their TTL
has expired, unless they are refreshed by a newer observation. The merging is visualized
in Figure 7.2. Car A receives an aggregate from car B , and updates its own soft-state
sketch accordingly.
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For obtaining the current value from a soft-state sketch, the algorithm remains essen-
tially unchanged; still, the smallest index position with value zero is identified and used.
Note that this incurs some delay if a bit position is no longer set in newer observations.
Coming back to our above example of observing parking places, assume that no fur-
ther observations are made which set a particular bit position (e. g., because there is no
longer a free parking place being hashed to it). If the position had previously been set in
an aggregate, then the TTL value will decrease over time until it arrives at zero.

As an extension, it is possible to consider the smallest index position with a value below
some threshold instead of the smallest position being zero, by using

Zt (S) := min({i ∈N0 | i < w ∧ si+1 ≤ T − t }∪ {w}) (7.8)

in the role of Z (S)—which equals ZT (S)—in (7.3) or (7.5). The threshold t can be chosen
arbitrarily and individually whenever evaluating a sketch, in the range between 1 and T .
This yields an approximation Ct (S) of the total distinct item count observed in the last
t broadcasting intervals. It therefore allows to dynamically choose a “cutoff horizon”,
thereby trading off between taking only more recent observations—that is, the most up-
to-date data—into account and working on a larger data basis.

7.3.4 Example Applications and Practical Issues

The simple parking place counting application as discussed above has a major draw-
back. In case of an aggregate showing a small total number of free parking places, it is
not clear whether this is caused by a small number of parking places being free, or by a
small number of free parking places having been observed in the time interval covered
by the TTL, due to a generally low number of observations. Note that this is not a prob-
lem of our approach, but a general one. It is, fortunately, relatively easy to overcome. In
the proposed application a car may distribute two values with separate sketches instead
of just one: the number of observed free parking places, and in addition the number
of observed total parking places. Both values in combination describe which fraction
of the observed parking places is free. It generally seems that distributing such relative
values is more robust. Recall that due to the soft-state approach it is not necessary to
report occupied parking places since a no longer free parking place will die out if it is not
refreshed.

This also accommodates trading off the considered timespan as introduced above: the
application can easily infer the comprehensiveness and coverage of the underlying data
basis for increasing time horizons, to optimize the tradeoff.
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Sketches can be used to approximate sums of positive integers, but can be generalized
to general integers and fixed or floating point numbers [CLKB04]. Our scheme is thus
applicable whenever the aggregated value can be expressed through sums. Examples are
counts, sums, or averages, but also variance and standard deviation (through the average
and the average of the squares) or even products (by adding logarithms) [CLKB04]. The
accuracies of the approximations, of course, vary, and an appropriate tradeoff for the
specific application has to be found.

Further application examples could be the dissemination of the current traffic density
(e. g., by distributing the number of observed vehicles and the total length of the roads
for which there are observations), or the current average speed on a road. Both are useful
to support navigation and route planning.

7.4 Extensions

7.4.1 Compressing Soft-state Sketches

The techniques discussed above allow to summarize individual observations into hier-
archical aggregates of increasing geographical scope. This reduces the number of data
items that need to be exchanged in the network. However, the size of the individual soft-
state sketches themselves is relatively large: each individual aggregate consists of m ·w
TTL counters. So, sketches in their standard representation consume significant net-
work bandwidth when they are transmitted. This raises the question whether the size of
transmitted sketches and thereby the bandwidth requirements can be reduced.

A close look easily reveals that sketches indeed carry a lot of redundancy. Positions on
the left hand side of the sketch are much more likely to be “hit” when an item is added. In
soft-state sketches, these entries are thus likely to have a high remaining TTL, i. e., a high
value. On the right hand side of the sketch, in contrast, additions occur comparatively
seldom, and it may be expected that many entries are zero. This redundant structure
indicates that effective data compression is possible.

The local storage size of the knowledge base is much less critical than the network ca-
pacity constraints. Thus, soft-state sketches need not be compressed while being stored
locally, facilitating an easy implementation of the update, merge and decay operations
discussed above. We envision that a compression mechanism is used for the encoding
and decoding of sketches when they are transmitted in beacons. A well-suited com-
pression mechanism will therefore allow for efficient on-the-fly compression and de-
compression of sketches upon sending or receiving beacons, without causing too much
computational overhead.
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In [SM07], a compression scheme for standard FM sketches with these characteristics
has been proposed. The idea is to transmit the total number of leading ones in a PCSA
set first. This value characterizes the probability distribution of the possible values (0
and 1) at each bit position. Both sender and receiver use this as a data model for arith-
metic coding [RL79], thereby achieving compression very close to the entropy limit in an
algorithmically very efficient way. Unfortunately, this idea cannot directly be applied to
soft-state sketches, because individual entries in soft-state sketches can take more than
two values, and the probability distributions cannot be parameterized as compactly as
in the case of standard FM sketches.

Nevertheless, we may take up the general idea of modelling the interdependencies of
the sketch entries’ probability distributions, thereby exploiting our knowledge about the
structure of the soft-state sketches for efficient compression. The task of a data model for
arithmetic coding is to make “predictions” about the probabilities of all possible values
for the next input character, given the input so far. The model is used by both encoder
and decoder, so that they agree on the same probabilities. For good results, the quality
of the model is crucial: better prediction results in better compression. So, given that we
are able to formulate a model that makes good predictions about the values of the indi-
vidual soft-state sketch entries, arithmetic coding constitutes an ideal basis for a tailored
compression scheme.

In order to come up with such a model, we examine the structure of a PCSA set of soft-
state sketches with maximum TTL T more closely. For all t ,1 ≤ t ≤ T , let xt be the (un-
known) number of distinct elements that have been added to the PCSA set, for which the
remaining TTL is t (i. e., xt distinct elements that have been added T − t intervals ago).
Let

X t :=
T∑

i=t
xi . (7.9)

In a PCSA set with m component sketches, the probability that the j -th entry in the i -th
sketch, here denoted by si , j , is “hit” by an insertion is 2− j /m. Hence, the probability that,
after X t insertions of elements with TTL ≥ t position si , j still has a TTL below t is

p j ,t := P (si , j < t ) =
(
1− 2− j

m

)X t

. (7.10)

Note that p j ,t does not depend on i , which is clear from the fact that there is no structural
difference between the individual sketches in a PCSA set. I. e., the probability of a certain
value does not depend on the index of the sketch in the PCSA set, but only on the position
within the sketch.
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For the entry one step to the left from si , j , i. e., for si , j−1, the respective probability is

p j−1,t =
(
1−2 · 2− j

m

)X t

. (7.11)

By solving (7.10) for X t and then using the result in (7.11) we obtain

p j−1,t =
(
1−2 · 2− j

m

) ln(p j ,t )

ln(1−(2− j /m))

= (
p j ,t

) ln(1−2·(2− j /m))

ln(1−(2− j /m)) .

(7.12)

Thus, based on the probability that the sketch entry si , j has a value of less than t , we
can now calculate the probability that entry si , j−1 is less than t . Therefore, we know how
the probability distributions for the sketch entries in neighboring positions are interre-
lated. However, this does of course not tell us what the actual probabilities p j ,t are. They
depend on the individual sketch being processed.

Witten et al. [WNC87] use arithmetic coding with a dynamic model. In their scheme,
the input distribution is “learned” while processing the input. Basically, the algorithm
keeps track of the input distribution in the data processed so far, continuously adjust-
ing the model. However, this approach assumes that the input distribution is the same
for all input characters—an assumption that does not hold when compressing soft-state
sketches.

In our sketch compression scheme, we combine the idea of learning the input distribu-
tion on-the-fly with our knowledge about the interdependencies between the distribu-
tions at different positions in the sketch. We may think of a PCSA set as a matrix, as in
Figure 7.3, where an example consisting of three sketches with six entries each is shown.
In our algorithm, we traverse the PCSA set “column-wise” from right to left, i. e., we start
with the rightmost entries of all component sketches. Because these entries all exhibit
the same probability distribution (p j ,t does not depend on i ), we may apply Witten at
al.’s algorithm within this part of the matrix. While processing the entries, the algorithm
counts the number of occurrences of each value and builds a continuously refined model
for this column.

However, this model does not directly apply to other columns. Before proceeding with
the next column, we make use of the interrelation of the probability distributions ex-
pressed in (7.12). Based on the probability distribution estimated by Witten and Neil’s
algorithm for column j , we can calculate an estimate for the probability distribution in
column j − 1. We then in turn use this transformed distribution as a starting point for
the compression of column j −1. While the entries in this column are compressed, the
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9 8 4 2 0 0

9 9 7 1 0 0
9 6 5 0 1 0

S1

S2

S3

Figure 7.3: A PCSA set consisting of three soft-state sketches.

model is again continuously refined and adjusted to the actual values, before it is again
transformed according to (7.12) when transitioning to column j −2, and so on.

However, while (7.12) is an exact representation of the interdependencies between the
probability distributions, it is not very well-suited for practical purposes, because its
evaluation requires complex floating-point operations. We observe that for m → ∞,
(7.12) converges according to the rule of BERNOULLI-L’HOSPITAL to

lim
m→∞p j−1,t = p2

j ,t . (7.13)

Because the convergence is very quick, one may employ the much simpler formula

p j−1,t = p2
j ,t (7.14)

in practical implementations, as a very good approximation. If (7.14) is used for trans-
forming the estimated probabilities upon column transitions in combination with Wit-
ten et al.’s arithmetic coding algorithm, all steps necessary for compression and decom-
pression can be performed with pure integer arithmetics in linear time. It is therefore
ideally suited even for resource-constrained devices.

7.4.2 Longer Counters for Larger Aggregates

In a typical application of our aggregation scheme, large aggregates will be distributed
over longer distances, while smaller aggregates remain in the closer vicinity. But dis-
tribution over long distances implies that the aggregates are longer underway, and will
typically traverse more hops. In short: the information will be older when it arrives at
the place where it is used. Consequently, while locally relatively quick ageing of the in-
formation will be tolerable (or even desirable), for larger, widely distributed aggregates
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it will likely be advisable to use a longer lifetime for the soft-state information. To ac-
complish this, it is possible to extend our algorithm in a way that uses soft-state sketches
with longer TTL counters for larger aggregates. Obviously, this increases the size of these
aggregates, but since the available TTL range grows exponentially with the counter size
it scales very well.

Using different counter lengths in different aggregates slightly increases the complex-
ity of the merge operation. However, the necessary modifications become relatively
straightforward if the age of an entry is considered instead of its TTL. The age is the
number of decrements that have occurred at that position, i. e., its difference from the
maximum TTL.

Instead of setting the position in the merged aggregate to the maximum TTL of the two
merged soft-state sketches, it is set to the TTL corresponding to the minimum age, where
the received TTL is larger than zero. The resulting operation is equivalent in the case of
identical counter sizes in the two sketches, but differs if the counter sizes are different.

As an example, consider a locally stored aggregate with a counter size of eight bits. Let
us focus on one single position, and assume that it currently has a value of 8. This cor-
responds to an age of 255−8 = 247, since the maximum TTL is 28 −1 = 255 here. Now a
sketch for a sub-area contained in our aggregate is received, which uses a counter size of
only four bits. The value at our bit position is 10 in this sketch. Because the maximum
TTL is 15, this corresponds to an age of 5. Since the minimum age of local and received
aggregate is 5, we set the local aggregate to this age, and consequently to a TTL value of
255−5 = 250.

More formally speaking, if Tlocal and slocal are the maximum TTL and the current value of
an entry of the locally stored sketch, and Trecv and srecv > 0 are the corresponding coun-
terparts in a received sketch that is to be merged in, then the new value of the respective
position is given by

Tlocal −min{Tlocal − slocal, Trecv − srecv}

= max{slocal, srecv +Tlocal −Trecv}.
(7.15)

This scheme is, of course, applicable for arbitrary combinations of different counter
sizes.
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7.5 Evaluation

7.5.1 Methodology

To evaluate our scheme, we implemented it in the simulation environment encompass-
ing the network simulator ns-2 [ns2] and the microscopic traffic simulator VISSIM [PTV]
as presented in Chapter 3 in association with the Brunswick traffic model introduced in
Section 4.2.1.

We simulate a VANET equipment penetration ratio of 20 %. This corresponds to an av-
erage equipment density of one vehicle per communication range. In ns-2, IEEE 802.11
is employed as the MAC protocol, with the two-ray ground propagation model with a
communication range of 250 meters and a carrier sense range of 550 meters. Again, the
network simulator is enhanced with the obstacle modeling that does not allow radio sig-
nals to propagate through the walls of buildings mentioned in Section 3.2.

Because, in a model of the given size, a combined simulation of all aspects in parallel is
extremely time-consuming and costly in terms of computation, we break it down to a
three-step process. First, vehicle movements are generated using VISSIM. Subsequently,
the beaconing process is simulated by ns-2. In this step, all VANET-equipped cars peri-
odically send beacons of size 1096 byte (1024 byte payload plus headers) once every five
seconds. The PHY and MAC models in ns-2 decide which of these beacons are received
by which subset of the cars—note that this is not affected by the actual data contained
in the beacons. Finally, the application logic is simulated, including the information ex-
changed in the beacons and the knowledge base of each car before and after each beacon
transmission.

The road density, movement speed and pattern, etc. are, like in a real city, very hetero-
geneous in the simulation model. This makes the model realistic. But evaluating a pro-
tocol in such a complex environment in absolute terms is difficult. For example, if a
high-speed road with lots of traffic connects two points which are 5 km apart, then one
can expect well-working dissemination over that distance. If two other points with the
same distance are separated by a municipal park, then the performance is bound to be
worse. Often, it can make a large difference whether a single vehicle carrying a piece of
information gets through to a certain point and distributes its knowledge there.

In order to overcome these difficulties at least partially, we opted to use an optimal ref-
erence protocol in an otherwise exactly identical simulation setting for comparison. In
this protocol, information is spread by periodic beacons, in just the same way as in our
and many other approaches. But the optimal protocol does not care about practical
bandwidth limitations.
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In a simulator, the packet size and the amount of information actually exchanged be-
tween the nodes are independent. The reference protocol exploits this fact and does not
aggregate information at all. Instead, a received “aggregate” contains the sending node’s
most up-to-date measurement values of all the locations. Each of these values also car-
ries an individual timestamp, making optimal merging of information trivial. In order to
avoid keeping too old measurements in the network, we use a timeout equivalent to the
initial TTL of the soft-state sketches’ entries.

Obviously, implementing this optimal reference protocol is easily possible in a simulator,
but not in practice. However, it is well suited as a benchmark: with a practical protocol
based on beacons and a knowledge base the cars can never have got better informa-
tion.

We evaluate both our scheme and the optimal reference protocol with an idealized ap-
plication. We subdivide the city area into 256 small areas, which we use as single loca-
tions. We simulate a simple stochastic process for each of these areas, the current value
of which can be “measured” by every car entering the respective area. This could be
interpreted as “counting” the number of free parking places in this area.

Our simulations cover a timespan of 15 minutes. Aggregation generally makes sense
only if the dynamics of areas which are geographically close together are not completely
unrelated (which can of course be expected in the real world). Thus, the stochastic pro-
cesses of the single locations are also not totally independent. All of them typically start
relatively low, and increase substantially over the first half of the simulation, before they
subsequently tend to decrease again.

In relation to the relatively short total time, the changes are very rapid, and thus are
very challenging for a dissemination protocol that needs to keep track of them. Since,
as discussed above, disseminating relative values is much more appropriate than abso-
lute sums, we also have one reference value per area—e. g., the “total number of parking
places”—, which is likewise “observed” and distributed.

For hierarchical aggregation, groups of four neighboring areas are combined into a total
of 64 medium-sized areas, and these are in the same way aggregated further to form 16
large-scale areas. For deciding which information is to be transmitted in a beacon, we
constrain ourselves to a simple selection strategy—mainly to limit the overall complexity
of the system and to allow reasonable result interpretation while regarding the results of
Chapter 5. In our simulations, each node transmits at most 27 aggregates in each beacon:
on all three hierarchy levels, the area the car is currently in and the eight neighboring
areas are sent.
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Figure 7.4: CDF of compressed sketch sizes.

7.5.2 Sketch Size

Before we look at the information within the aggregates, let us first have a quick glance
at the performance of the compression scheme discussed in Section 7.4.1. In Figure 7.4,
it is depicted the cumulative distribution function (CDF) of the compressed sizes of the
aggregates which are transmitted in our simulation scenario.

The dashed line shows the uncompressed size of the sketches, which is, of course, con-
stant. We use a PCSA set of m = 16 soft-state sketches with length w = 24 and n = 5
bits per counter, i. e., the maximum TTL is T = 31. Therefore, the uncompressed size
of an aggregate is 240 byte. From the figure, it becomes obvious that the compression
yields a very significant size reduction: most sketches are compressed down to a size of
10–50 bytes with an average size of 19 byte.

7.5.3 Local Accuracy

We now evaluate how well the aggregates reproduce the current value of a measured
parameter locally, i. e., at the location where the measurement is performed. This is
of interest because the data representation with soft-state sketches is probabilistic, and
therefore does not necessarily reproduce the current value exactly.
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Figure 7.5: Accuracy of local measurement representation.

Figure 7.5 shows, for one typical location, the average value from the knowledge bases
of all vehicles that are currently within the corresponding region. As discussed above,
we use a relative value, given by the ratio of the number currently free “parking places”,
which is changing over time, and their (fixed) total number for this location. For com-
parison, we also plot the current true value, and we perform the same evaluation with
the optimal dissemination protocol. In the specific case of a single, locally continuously
measurable value the latter two are of course always identical.

The figure shows that the sketch-based dissemination is able to model the correct value
quite well. When the measured value starts decreasing again, the time needed for the
soft-state decaying of the no longer set bits becomes visible: the sketch represents the
maximum value observed in the recent past. Thus, there is a time lag before it follows
a decreasing value. Due to the beaconing frequency of one beacon every five seconds
and the maximum TTL of 31 beaconing cycles it is about 31 ·5s ≈ 2.5min. Recall in this
context that an application can dynamically select the cutoff horizon in (7.8), and may
therefore tune this parameter locally and individually at any time.

Taking the time lag into account, the soft-state sketches indeed reflect the true situation
very well here. This encouraging first result leads us to the next question: how well can
aggregates for larger regions be formed and maintained?
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7.5.4 Forming Aggregates

With the proposed scheme, aggregates for larger regions can and will be formed wher-
ever information on the respective region flows together. But nevertheless it is reason-
able to expect that this will most regularly happen within the respective region. There-
fore, we now look at how well sketch-based aggregates represent the situation in a larger
area, while they are stored, passed around, and merged by cars within this area. Note
that now the cars can no longer observe the entirety of the underlying information them-
selves. They can only measure the current value of their own location, and thus depend
on received and merged information from other nodes in order to complete their pic-
ture.

In Figures 7.6 and 7.7, we show such evaluations for a typical medium-sized and a large
inner-city aggregate (consisting of 4 and 16 locations, respectively). It is visible that per-
fect knowledge like in Figure 7.5 is no longer possible: the optimal reference protocol
does not always have perfect information. Especially for the high-level aggregate in Fig-
ure 7.7, the inevitable delay until up-to-date information on the entirety of the area has
arrived can clearly be seen from the offset between the true value and the optimal proto-
col. The sketch-based aggregation is close to the optimal knowledge, again with the pre-
viously discussed soft-state time lag in case of a decreasing value. These results demon-
strate that probabilistic aggregation is indeed able to collect the available information,
yielding aggregates that represent the available knowledge.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15

E
s
ti
m

a
te

Time (in minutes)

Soft-state sketches
Optimal reference

True value

Figure 7.6: Accuracy of local medium-sized aggregate.
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Figure 7.7: Accuracy of local large aggregate.

7.5.5 Distributing Aggregates

Now, we look at further away regions and evaluate the representation of the situation in
the knowledge bases of participating cars. Figures 7.8 and 7.9 represent two instances of
medium-sized regions, as they are seen at a distance of about 3 km beeline. In addition
to the time lag for the information transport it is not astonishing that even the optimal
reference protocol does not always have complete information. If up-to-date data only
on parts of the total aggregation area is present and this data is not typical for the whole
aggregate, effects like the overestimation around simulation minute six in Figure 7.9 are
the logical consequence. Nevertheless, the estimates once again reflect the true situation
in the modeled regions well. Finally, this is also confirmed by a look at a large aggregate’s
representation of the outskirt area in our model, as it is depicted in Figure 7.10.

In summary, sketch-based probabilistic aggregation can be used to create aggregates
that come close to what can theoretically be achieved with the considered kind of sys-
tem. This optimum was here represented by a non-realizable optimal reference protocol.
We consider these results very encouraging indications that the proposed algorithm is a
suitable way to overcome the often observed general difficulties of distributed, uncoor-
dinated data aggregation in dissemination schemes.
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Figure 7.8: Accuracy of distant medium-sized aggregate.
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Figure 7.9: Accuracy of distant medium-sized aggregate.
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Figure 7.10: Accuracy of distant large aggregate.

7.6 Conclusion

In this chapter, we introduced a data aggregation mechanism for dissemination-based
VANET applications. It is based on a probabilistic data representation, Flajolet-Martin
sketches, which we extended to a soft-state data structure. This yields duplicate insen-
sitive aggregates, thereby overcoming major unsolved problems in existing aggregation
schemes for VANETs. We discussed several application scenarios of our scheme and pos-
sible extensions, showing the broad applicability of the approach.

In a simulative evaluation study using ns-2 and a realistically modeled inner-city VANET
we assessed the performance of the aggregation scheme. We compared the values to
what could ideally be achieved in the same setting. The results of this study confirm our
expectation that sketch-based schemes are well-suited for the considered purpose, and
may well form a central building block for a large variety of future VANET applications.
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Conclusion

In this thesis we have analyzed information dissemination in vehicular (ad-hoc) net-
works. In contrast to MANETs that often build upon unicast communication, vehicular
networks can be characterized by their many-to-many communication paradigm. We
have identified and tackled the two main challenges of this type of networks: dealing
with limited connectivity and dealing with limited bandwidth.

In order to analyze this distinct type of network we first have implemented an integrated
meta simulation toolkit which makes it possible to conduct holistic evaluations of mov-
ing cars and radio propagation. The toolkit consists of the traffic simulator VISSIM in
association with realistic traffic scenarios (Brunswick city scenario) and the network sim-
ulator ns-2. With this coupling at hand we were able to examine the effects of mobility
on the dissemination of data in a vehicular network. Furthermore, it is now feasible to
influence the movement of single cars within the traffic simulator initiated by, e. g., the
reception of an information message. This toolkit presented in Chapter 3 has been used
in all simulation evaluations of the approaches presented in this thesis.

We were then able to concentrate on the first challenge of information dissemination in
vehicular networks. In Chapter 4 we have shown that information can be spread by the
locomotion of vehicles carrying this data and by the radio transmission to vehicles in the
vicinity. However, due to the relatively low initial equipment density of VANET technol-
ogy we realized that information dissemination would not be possible in the early phase
of rollout. Since applications based on a widespread information dissemination would
not get enough data to work properly nobody would buy this technology which would
hamper the rollout process. We therefore proposed to use additional infrastructure (sup-
porting units) that allow to span distant regions and can provide passing by vehicles with
current information. We have further elaborated that it is necessary that these support-
ing units are connected to a backbone network and share a common knowledge base.

In Chapter 5 we turned our attention to the second major challenge of information
spreading—the limited bandwidth. We have constituted a formal model of the dissem-
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ination process. It was concluded that the capacity would not be adequate if almost
all vehicles are the processor of, e. g., traffic situation updates which need to be spread
atomically to all regions of the network. These insights motivated the usage of aggrega-
tion mechanisms to subsume data with respect to the covered distance.

So as to tackle these two challenges we have developed an aggregation scheme in Chap-
ter 6. The main idea of this scheme was to use a multi layered approach. We combined a
hierarchical aggregation technique with a landmark summarizing technique. The pro-
cedure is based on the insight that when building a traffic information system current
and detailed information has to be made available in the vicinity of the requesting ve-
hicle. However, information on farther away regions can be much coarser. In addition
to the aggregation scheme we have analyzed how to deal with the limited connectivity
as well. In order to use a minimum number of supporting units while gaining as high
information dissemination speed as possible we have proposed a genetic algorithm for
solving this hard optimization problem. The large number of possible combinations
where to place some supporting units did not allow to analyze all eligible combinations
of placements. However, with the help of the genetic algorithm we were able to find good
locations in a short evaluation process. By implementing a prototype navigation system
we have shown that with only few supporting units a high benefit for the drivers that
would otherwise have encountered a congested route can be achieved.

The last contribution of this thesis is on the representation of disseminated aggregates.
In Chapter 7, we have proposed a probabilistic aggregation scheme. The main focus of
this work was on the merging of different aggregates. In particular when dealing with
overlapping aggregates it is in general not possible to extract information out of one ag-
gregate to insert it into another aggregate. Since aggregation means loosing details on
what has been inserted an extraction of data is not possible. We therefore proposed to
use soft-state sketches for the counting of observations, e. g., of free parking lots. The
main advantage of sketches is in their property to be duplicate insensitive. No matter
how often one item is inserted into a sketch the result will always be the same. We have
introduced a soft-state variant to erase already inserted elements. By using a die-out
process, observations are not deleted explicitly but vanish implicitly. By adopting a com-
pression scheme based on arithmetic coding we have shown that this representation
scheme for aggregates can be used in a vehicular information dissemination environ-
ment.

In summary, we have analyzed information dissemination in vehicular networks. We
divided the evaluation target into several parts. In order to classify these parts we pro-
posed two main challenges that we had to deal with: limited connectivity and limited
capacity. We have presented different mechanisms on the aggregation of data and on
the performance increase of the connectivity, especially during rollout of VANET tech-
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nology. With these techniques at hand spreading information on the current traffic sit-
uation in a vehicular network becomes possible and allows drivers to adapt their routes
accordingly—avoiding the gridlock.
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