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1 Introduction The repair strategy of GPCR avoids using graph planarization by

making routing decision on the basis of streets and junctions (which
Existing position based routing protocols [4] are very well suited féorm a natural planar graph) instead of individual nodes and their con-
highly dynamic environments such as inter-vehicle communication wectivity (which do not form a natural planar graph). As a consequence
highways. However, it also has been discussed that radio obsfaclestfig]repair strategy of GPCR consists of two parts: (1) On each junction
as they are found in urban areas, have a significant negative impact oiit thees to be decided which street the packet should follow next. (2) In be-
performance of position-based routing. In prior wark [5] we presentegeen junctions a special form of greedy forwarding is used to forward
a position based approach which eliminates these failures and is abthégacket towards the next junction. Given that no external map is avail-
find robust routes within city environments. The algorithm needs gloladille the key challenges are to identify nodes that are on a junction and
knowledge of the city topology which is provided by a static map. Givén avoid missing junctions while greedy forwarding is used. The latter
this information forwarding of the packets along a street is performprbblem is illustrated in Figufe I{a) whesewould forward the packet
in a position-based fashion while the list of junctions that have to beyond the junction to nodeif regular greedy forwarding were used. In
traversed by the packet is calculated by the sender based on the staicemainder of this work we call nodes that are located in the area of a
map using the Dijkstra shortest path algorithm. In this short paper juaction acoordinator. In a first step we assume that each node knows
show how position-based routing can be done in a city scenario withatether it is a coordinator (i.e., located in the area of a junction) or not.
assuming that nodes have access to a static global map. We will show in sectiofi# how a node can learn about this information.

If the forwarding node is located on a street and not on a junction
the packet is forwarded along the street towards the next junction. To
achieve this the forwarding node selects those neighbors that approxi-

- -, . . . |}nately extend the line between the forwarding node’s predecessor and
In existing position based routing approaches an intermediate node é"forwarding node itself. Out of these qualified neighbors one has to

- . o {
Warq§ a packet to the d'lrect ne!ghbor which is closest to the 9e09rapliGelected as the next hop of the packet. As long as there are no quali-
tposkltlon ﬁf thg dsstlr;atlljon. Th"?‘ 'i called gre_te_zdy_l_‘ort\évardlng_]t._ Forf“}'li?;d neighbors which are coordinators the node with the largest distance
task each node has 1o be aware)_o.s own posi lon,i € POSMON OF 4 e forwarding node is chosen. If coordinators are qualified then one
its direct neighbors aniil) the position of the final destination. A nOdecoordinator is randomly chosen as next hop. With this approach packets

determines its own position by using GPS, the position of the nelghb\(,)vri not be forwarded across junctions. Figlire 1(a) shows an example

is received through one hop beacon messages transmitted periodi%(fl ow the next hop is selected on a street. Nadeceives a packet

by al] nodes.and the position of the fingl d.estinat.ion is provided b%r m nodeb. Because: is located on a street and not on a junction it
location servicel]2] or by a geocast application. Since greedy forwag ould forward the packet along this street. First the qualified neighbors

Ing uz_es Otﬂly (;(_)ctal |nfotrmtz;1]t|og at_pa(;_ker: may trhearch a_Ict)ca;: Ogt'mh%r are determined. Then it is checked whether at least one of them is
regarding the distance to the destination, 1.€. there exists no neig algoordinator. As in this example there are three coordinator nodes that
which is closer to the destination than the intermediate node itself. In

der t ¢ local obi ir strat mav b %udellify as a next hop one of these coordinator nodes is chosen randomly
order o escape from a focal optimum a repair stralegy may be USgey o packet will be forwarded to this coordinator.

The general aim of a repair strategy is to forward the packet to a nOdﬁth ¢ di deis located ‘unction (i.e.. iti dinat
which is closer to the destination than the node where the packet encoun- € forwarding node Is located on a junction (i.e., itis a coordinator)

tered the local optimum. Once such a node is reached greedy forwajgn the node needs to determine which street the packet should follow

ing can be resumed. Several repair strategies have been propose ,e - To this end the topology of the city is regarded as a planar graph

cluding Greedy Perimeter Stateless Routing (GPSR) [4] and fdce-2 Ffl?vth? well known right-hand ryle [L. 4]is app_llet.j.

However, it has been showiil [3, 5] that existing repair strategies do nofVe illustrate the use of the right hand rule in figfire JL(b). A packet
perform well in city environments because they rely on distributed ¥fith destinationD reaches a local optimum at node The forwarding
gorithms for planarizing graphs. In the presence of radio obstacles e9E{® Packet is then switched to the repair strategy and it is routed along
in static networks the use of these algorithms frequently partitionstQﬁ the street until it hits the first coordinator node. N6eeceives the

otherwise connected graph, making the delivery of packets impossibR@cket and has to decide on the street the packet should follow. Using
the right-hand rule it chooses the street that is the next one counter-clock

wise from the street the packet has arrived on. Therefore hodk be
3 Greedy Perimeter Coordinator Routing chosen to forward the packet. The packet will then be forwarded along
the street until the next junction is reached. When the packet arrives
Greedy Perimeter Coordinator Routing (GPCR) is a position based raitthe coordinatoCs this node has to decide again on the next street
ing protocol using standard greedy forwarding and a repair strategy that is to be taken and decides to forward the packet to dod&t this
does not require a graph planarization algorithm. In the following weint the distance to the destination is less than at the beginning of the
focus exclusively on the repair strategy. repair strategy at node. Hence the mode is switched back to the greedy

2 Position based routing



pairs. Each pair exchanges 20 packets over 5 seconds. We measured the
achieved packet delivery rate (Fig. 2(a)) versus the distance between the
two communication partners (at the beginning of the communication)
and the number of hops (Fig. 2[b)). Each point in the above mentioned
graphs is based on 10 independent simulation runs.
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Figure 1: Graphical representation of finding a forwarding node. Figure 2: Simulation of GPCR vs. GPSR.
strategy. Several simulations on the different approaches to detect a junction
were done. As one can see in ffig. P(a) detecting junctions by calculating
4 Detecting junctions only the correlation (CC) coefficient performs slightly better than relying

solely on the comparison of the neighbortables of the neighbors (NT).
One key challenge of GPCR is to detect whether a node is located dMeaalso analyzed a compound decision consisting of the neighbortable
junction without using external information. In the following we preseepmparison and correlation coefficient, concatenated by OR as well as
two alternative approaches. In the first approach each node regulayhAND. The latter one outperforms the other approaches significantly.
transmits beacon messages including the position of the node sendinig result we defined this procedure as the GPCR-approach. In gen-
the beacon as well as the position of all of its neighbors. By obseeral the study on achievable packet delivery rate 2(a)) shows good
ing the beacon messages a node has the following information for essults for our approach compared GPSR which does not use a repair
neighbor: its position and the position and presence of the neighbstfaitegy suitable to city topologies. This improvement in performance
neighbors. A node: is then considered to be located in a junction if itomes at the expense of a higher average number of hops, increasing the
has two neighborg andz that are in transmission range to each othétency slightly.
but do not list each other as neighbors. This indicates that those neigh-
bors are separated by an obstacle and:thsiable to forward messagesg i ture work
around the obstacle.

The second approach does not require special beacon messages.|[F@PCR the next street to be taken is determined without considering
node calculates the correlation coefficient with respect to the positiorygtount whether there are sufficient nodes on the street to allow packet

its neighbors. The correlation coefficient is defined as: forwarding to the next junction. We plan to augment GPCR with a very
low overhead proactive probing scheme to predict whether the next junc-
i (i — &) (yi — §) tion in a given direction can be reached or not.
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