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Abstract

In this thesis a novel algorithm for logging data rate, drop rate and latency in mobile cellular

networks is introduced. The algorithm is able to cope with changing network characteristics due

to fallbacks, handovers and reduces self-induced congestion between chirps to a minimum.

Before this thesis was commenced, measurements in mobile cellular networks while moving

were distorted through inter-chirp self-induced congestion. This congestion leads to a distorted

measurement of packet latencies. Hence, in the context of this thesis new algorithms for han-

dling changing network characteristics have been developed. This also includes detection of

congestion within a packet train, between packet trains as well as a clever mechanism for send-

ing notifications based on congestion. Therefore a server and a testbed were set up. The server

acts as counterpart for the mobile unit and the testbed serves for controlled measurements while

developing. Important for the measurement is, that the structure of the cellular network is seen as

black box.

The measurement algorithm has been extensively tested under laboratory conditions as well as

at a stationary point and while moving. For the wired testbed with laboratory conditions, cross-

traffic generators were evaluated. Measurements in the real world have been done with fixed

positions as well as while moving. The algorithm was tested with numerous measurements and it

was shown that the algorithm cope with changing network characteristics. Therefore self-induced

inter-chirp congestion can be decreased to a minimum.
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Chapter 1

Introduction

The development of electronic technology had large influences on the society in the last decades.

One of the biggest innovations is mobile internet. Even automobiles are connected to the internet

for purposes like entertainment, navigation or to increase safety. Unsurprisingly, science and

industry are interested in communication between cars. Their goal is to improve the comfort of

travelling by car as well as enhance systems that provide safety to the passengers. The whole

area is called Car-to-X Communication (C2X) and is divided into communication between cars,

Car-to-Car Communication (C2C) and communication with infrastructure like Road Side Units,

so called Car-to-Infrastructure Communication (C2I).

Hence, the professorship for computer networks and communication system at the Heinrich-

Heine-Universität Düsseldorf has interest on this topic, too. They participated in projects like

“Next Generation Car-2-X Communication (NGC2X)” and “Sichere Intelligente Mobilität - Test-

feld Deutschland (SIM-TD)”. Both projects have in common, that explorations and developments

have to be tested in field tests, which are very costly. Therefore, simulations are used. Most of

them are based on Wireless LAN instead of cellular networks. However, simulations may be

different when cellular networks are used. Though many simulators for cellular networks are

commercial and based on a non-disclosure agreement (NDA). Due to this agreement, these sim-

ulators are not suitable for scientific applications. NDAs hold, because information about the cel-

lular networks are not discretionary. This is the reason, why a rate measurement framework was

acquired in a previous thesis. Nevertheless, congestion between packet trains while measuring is

still a problem in cellular networks. Hence, the aim of this thesis is to develop a novel algorithm

for measurements of position-based network-characteristics in cellular networks while moving.

The aspect of a moving measurement device is highly important, however tracking of trace-based

position is not meant. Movements in cellular networks cause changes of network characteristics.
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Chapter 1 Introduction

As consequences fallbacks, handovers and self-induced congestion between packet trains could

occur. The problem of congestion was not solved satisfactorily yet.

1.1 Structure of this Thesis

The structure of this thesis is explained briefly below:

• Chapter 2 introduces related work. First a trace-based simulation program will be de-

scribes. This is completed by general models are explained as well as the model which is

used in this thesis.

• Chapter 3 briefly describes fundamentals in cellular networks. Additionally, a short intro-

duction into the network time protocol (NTP) and global positioning system (GPS) is given

as well as their usage for measuring data rates in cellular networks. Further terminology

in those areas will be discussed and the rate measurement framework will be explained

briefly. Lastly different traffic generators for the testbed are illustrated.

• Chapter 4 furtheron describes improvements, additions and novelties for the rate measure-

ment framework.

• Chapter 5 explains the novel algorithm for measurements of delay, available data rate

and loss rate. Furthermore design and implementation of the measurement algorithm for

the rate measurement framework are introduced. This includes models for detecting self-

induced congestion as well as the mechanism for sending feedback.

• Chapter 6 deals with evaluations and analyses of different tests under labour and real-life

conditions, which were made to improve and test the new algorithm. These tests were done

in a wired testbed under laboratory conditions as well as in real-life with fixed positions

and while moving.

• Last but not least chapter 7 contains a summary and an outlook.
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Chapter 2

Related Work

This chapter briefly introduces related work. Section 2.1 describes two paradigms for bandwidth

measurements, while Section 2.2 describes the model, which is used for estimating the available

data rate1 in the new measurement algorithm. Section 2.3 further explains the trace-based UMTS

simulation (TBUS) and summarizes a paper, which is based on TBUS.

2.1 Models for Available Data Rate Measurements

End-to-end network measurements are used to estimate bandwidth of given network paths from

one terminal to another. But instead of full utilization – like a download does – these measure-

ments do not measure bandwidth continuously. They only measure the available data rate for a

specific moment, for example half a second every second. Therefore, there is a trade-off between

accuracy and utilization. Moreover, current ans well established measurement methods were de-

veloped for 802.3 Ethernet environments, not for cellular networks. Hence, sharp drops in the

data rate are not considered and reveal problems. Current and available end-to-end measurement

methods can be divided into two paradigms:

1. The probe gap model (PGM) will be explained in Section 2.1.1 and

2. the probe rate model (PRM) will be described in Section 2.1.2.

Both paradigms either use pairs of packets or trains of packets, which are called chirps. A chirp is

a sequence of measurement packets with varying gaps between adjacent packets. In summary the

paradigms and other measurement methods differ in the ways packets are sent and analyzed.

1The terms bandwidth and data rate are used interchangeably in this thesis.
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2.1.1 PGM – Probe Gap Model

The PGM uses packet dispersion for calculating the available bandwidth. Packet dispersion is

the time lag between two adjacent packets at the receiver, whereby the sender sent these packets

back-to-back. Gaps can occur due to foreign traffic respectively cross-traffic. The path of cross

traffic is partly equal to the measurement traffic through the network. The functional principle of

PGM can be seen in Figure 2.1: Two or more packets are sent within the time of ∆in and reach

the receiver within the time of ∆out . The available bandwidth A is:

A =C
(

1− ∆out −∆in

∆in

)
It takes ∆out −∆in time to transmit the cross-traffic, which has the rate of C · ∆out−∆in

∆in
, where C is

the capacity of the bottleneck. Therefore, 1− ∆out−∆in
∆in

parts of the channels bandwidth is used for

the measurement packets. This method is used in Delphi, IGI and Spruce (see [RCR+00], [HS03]

and [LB90]).

Figure 2.1: Representation of the Probe Gap Model (based on [LB90])

While PGM theoretically just needs two packets to calculate the available data rate, it has some

drawbacks. First, only two packets are needed and cover a very short time interval, therefore there

is a high variance time. Second this model assumes first-in-first-out queues, which are not always

given. Third the tight link and the narrow link are the same. Tight link is the latest router with

the smallest available bandwidth and narrow link denotes the router with the smallest capacity

on an network path. When the cross-traffic has another route than the measurement packets

due to different routes, the bandwidth could be underestimated (see [LDS06], [Goe10], [LB90]

and [GKMK14]).

2.1.2 PRM – Probe Rate Model

The PRM uses the principle of self-induced congestion (SIC) for estimating the available band-

width for the current network path. If the sender transmits measurement packets at a rate lower
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than the recent available data rate along the network path, then the downlinks’ data rate of the

receiver is equivalent to the sending data rate. In contrast, if the sender transmits measurement

packets at a rate higher than the recent available data rate along the network path, then queues in-

side the network will build up and SIC will occur. This model is shown in Figure 2.2. First a small

initial sending rate of 100KByte/s is shown. Then the data rate is increased up to 1500KByte/s

until SIC occurs since 1250KByte/s. As a consequence the receiving data rate will be lower than

the sending data rate. If the sender does not get to know about the congestion, it will continue

sending and the delay measurement will be distorted. Hence, congestion has to be reduced, be-

cause time stamps are highly important for calculating the current available data rate. PRM is

used in Assolo, Pathload, Pathchirp, PTR and TOPP (see [GRT09], [JD02], [RRBLC03], [LB90]

and [LB90]).

Figure 2.2: Example sending data rate of an chirp using the Probe Rate Model

PRM has the advantage, that the available data rate can be estimated accurately. But for this the

cross-traffic has to be constant and multiple RTTs are needed. Though the sender is moving while

measuring in cellular networks and therefore he is not able to repeat a measurement at the exact

same place with the same influences. Additionally, the cross-traffic is not constant, because the

sender is not the only one in the mobile cell. Therefore, PRM is not suitable for measurements in

cellular networks while moving.

2.2 Bulk Traffic

Due to the properties of PGM and PRM (see 2.1.1 and 2.1.2) those are not suitable for measure-

ment in cellular networks while moving. Therefore [Goe10] used bulk traffic for measurements
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in cellular networks. Bulk traffic consists of many chirps, whereby the packets in the chirp are

sent back-to-back. Therefore, the data rate A can be estimated with formula (see [Lan13, page

23]):

A =
(N−1) ·L

∆R
.

L is the packet size, ∆R is the chirp dispersion respectively the delay of transmission. [Goe10]

enhanced this method, by piggybacking measurement data in the measurement packets. The

complete algorithm will be presented step-by-step in Chapter 5, in which bulk traffic is relevant

for detecting self-induced congestion in Section 5.5.

2.3 Trace-based UMTS Simulation

TBUS contains a logger and an analyzer (see [Goe10]). The logger is responsible for saving

GPS data, information about the UMTS modem as well as delay, drop and data rates of chirps.

The analyzer processes saved data for plotting, for example with gnuplot, a command-line driven

graphing utility (see [WK14]). All data is generated through real-world measurements, where

measurements were done between a stationary and a mobile node. During these rides measure-

ment packets are sent from a mobile client to a server via cellular network, which is connected to

the internet. In [Goe10] focus was on available bandwidth, latency and drop rate. Information,

which would be based on the internal structure of the cellular network, are not used and are seen

as a black box. One result of [Goe10] is, that recent data rate measurements are not suitable for

cellular networks, as explained in Section 2.1.

Later the work about TBUS was intensified and [GKMK14] published. Furthermore, it turned

out that the measurement method was insufficient and there is still room left for improvements.

Especially self-induced congestion could be reduced. The paper describes a trace-based simula-

tion model derived from real-world measurement. The simulation model is based on bulk traffic

(see Section 2.2), because other models are not suitable (see Section 2.1.1). Focus was on avail-

able bandwidth, latency and the drop rate, too, but there are many improvements in analyzing

the data. Therefore, SIC can be detected while analyzing the data, but not prevented while mea-

suring. Hence, one main problem is SIC. This thesis presents a model providing resolutions to

reduce self-induced congestion.
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Chapter 3

Fundamentals

In this chapter fundamentals about cellular networks (see Section 3.1) and the Rate Measurement

Framework (see Section 3.2) are explained. The former is about terminology and a brief insight

into current network characteristics. The latter deals with a special framework for data rate mea-

surements in cellular networks, which was introduced in a master thesis’ by [Wil12]. Moreover,

the third section contains a subsection about time synchronization and positioning systems. Sec-

tion 3.4 is about the hardware, which is used for the mobile node and the last section is with an

introduction of traffic generators, which are used in the testbed.

3.1 Network Characteristics in Cellular Mobile

On designing a measurement method for cellular networks, an occasion to the standards of cellu-

lar networks must be given. Therefore, a short explanations of the terms handover and fallback

are necessary. Both events could trigger SIC and should be considered when developing a mea-

surement method. Standards in cellular networks are passed by the Third Generation Partnership

Project, or short 3GPP (see [3GP14a]). The standards and data rates are important for measur-

ing, because they have a strong influence on the algorithm in Section 6.1.3. The mobile cellular

network was designed as circuit-switched one, but recent developments and trends moved it to

a packet-switched network. However, new techniques offer new problems – these include han-

dovers and fallbacks.

Handover During a handover the controller of a mobile end device changes (see [3GP09],

[Sch03]). The controller is a network element in mobile networks for – amongst other things
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– controlling the connection of the end device. Dependent on the network, the controller can

be a base-station controller (BSC) or radio-network controller (RNC). For example the BSC is

responsible for all wireless connections in the GSM-network and prompts power controls as well

as handovers. The detailed procedure is explained in [3GP09, page 26]. This change between

controllers has to be done, because the signal strength of the old controller is to weak and there

is another controller with a better signal. An illustration of an inter-cell handover can be seen in

Figure 3.1. Inter-cell handover is the procedure, when the mobile radio cell will be changed, but

the controller stays the same.

Figure 3.1: Inter-Cell Handover in cellular networks

According to a statement made by [3GP09] there are four kinds of handover-procedures, but they

differ only in the participation of different network elements. Every handover has in common,

that a change of the controller causes new network characteristics. This affects the route, data rate

and latency. Additionally it is possible, that the up- and downlink are using different protocols,

which leads to different maximum data rates for up- and downstream. Table 3.1 gives a short

overview of some of the used transmission technologies, whereby the data rates are divided into

down- and uplink.

Fallback When a fallback occurred, the current data rate decreases significantly (see [ETS14],

[Sch03]). This affects the current measurement, because then the terminals assume a data rate,

which is too high. Hence, SIC is possible and this has to be recognized and treated.

Data rates in mobile cellular networks Table 3.1 shows different data rates for three gener-

ations of mobile cellular networks (see [Sch03], [Lan13] and [Gra13]). The specified values are

not exact, because for example the available data rates are depending on the level of the system
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components or class of the terminal, which are selected by the provider. Data rates listed in Table

3.1 are most commonly used.

Standard Technology Data rate downstream Data rate upstream

2G

GSM 14.4Kbit/s 14.4Kbit/s
HSCSD 57.6Kbit/s 28.8Kbit/s
GPRS 53.6Kbit/s 26.8Kbit/s
EDGE 236.8Kbit/s 118.4Kbit/s

3G
UMTS 384Kbit/s 128Kbit/s
HSDPA / HSUPA 7.2Mbit/s 5.8Mbit/s
HSPA+ 42.2Mbit/s 11.5Mbit/s

4G
LTE 300Mbit/s 150Mbit/s
LTE-A 3Gbit/s 1.5Gbit/s

Table 3.1: Data rates in mobile cellular networks

2G – GSM / HSCSD / GPRS / EDGE The second generation (2G) of the mobile telephone

system is divided into four standards (see also [Sch03] and [Gra13]) and the corresponding data

rates can be seen in Table 3.1:

• Global System for Mobile Communications (GSM)

• High Speed Circuit Switched Data (HSCSD)

• Global Packet Radio Service (GPRS)

• Enhanced Data Rates for GSM Evolution (EDGE)

GSM is the first standard which uses a digital transfer of the data. While using GSM a mobile ter-

minal is assigned to different time slots. The data rates offered by GSM are up to 14.4Kbit/s, first

line in Table 3.1. HSCSD allows the terminal to combine multiple time slots of GSM therefore

data rates of up to 57.6Kbit/s are possible for the downstream and 28.8Kbit/s for the upstream.

The third technology is GPRS. Compared to the circuit-switched technology GSM and HSCSD,

GPRS offers packet-switched data service. Hence, in dependence of the chosen error correction

code and count of used time slots download rates up to 53.6Kbit/s and uploads of 26.8Kbit/s

are possible (see [3GP14b]). Last but not least, there is EDGE as extension for GSM. EDGE uses

a new modulation scheme compared to GSM, so as a function of the terminal class data rates up

to 236.8Kbit/s are possible (see [Gra13], [3GP14b]).
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3G – UMTS / HSDPA/HSUPA / HSPA+ The third generation (3G) is divided in three standards,

which were released over the years by [3GP14a] (see also [Sch03], [Gra13]) and the respective

data rates can be seen in Table 3.1, too:

• Universal Mobile Telecommunications System (UMTS)

• High Speed Download Packet Access (HSDPA) and

High Speed Upload Packet Access (HSUPA)

• High Speed Packet Access Plus (HSPA+)

UMTS is the first standard in the third generation of cellular networks (see [3GP14f]) and the

data rates can be seen in the fifth row of Table 3.1. Compared to 2G the radio interface was

revised, resulting in new technologies providing increased data rates. Finally, there is HSPA (see

[3GP14c]), which is a collective for extension of the UMTS standard and HSPA+ as extension

of HSPA. HSPA can be divided in down- and upload, so the protocols for the different links

are called HSDPA and HSUPA. For higher data rates a new modulation scheme and multiple

antennas (called Multiple In Multiple Out – MIMO) are used. Even HSPA could be improved

with dual carrier, respectively dual cell technology, and is called HSPA+ then. This technique

bunches two 5-MHz channels to achieve higher data rates.

4G – LTE / LTE Advanced The fourth generation (4G) of the mobile telephone system is

currently divided into two standards (see also [Sch03], [Gra13]) and the corresponding data rates

can be seen in Table 3.1:

• Long Term Evolution (LTE)

• Long Term Evolution Advanced (LTE-A)

Both are the next standard and generation of cellular networks. LTE offers data rates up to

300Mbit/s in the down- and 150Mbit/s in the uplink (see [3GP14d]). LTE Advanced increases

the available data rates up to 3Gbit/s in the down- and 1.5Gbit/s in the uplink for (see [3GP14e]).

All four values are the highest theoretical peak data rates on the transport channel.

3.2 RMF – Rate Measurement Framework

The Rate Measurement Framework was developed by [Wil12] and enhanced by [Lan13]. It is

written in C++, therefore the system governor or scheduling policies could be manipulated fast
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and easy. For example ,in Java every access is done in the Java Virtual Machine (JVM), thus

there would arise a further delay. The basic idea of the RMF is that the developer of a process for

mobile measurement only has to implement methods for filling the sending queue and estimating

the current data rate. The framework itself will handle sending and receiving packets (see Tabular

B.1). Hereafter the implemented channels – see Section 3.2.1 – and the architecture of all threads

– see Section 3.2.2 – are explained.

3.2.1 Channels

The RMF provides methods to execute end-to-end measurements, which require two terminals

as the respective ending points. All measurements are done between a mobile client node and a

stationary server. [Goe10] describes, that mobile network providers often use NAT (Network Ad-

dress Translation) in their core network, therefore the mobile devices are not directly accessible

in the network. Therefore, the server has to be available for a certain combination of IP and port

number for UDP and TCP packets.

ServerClient

connection to control
channel

connection to
measurement channel

connection to safeguard
channel

parsing arguments and
set variables

start measurement

connection to control
channel

connection to
measurement channel

connection to safeguard
channel

getting arguments and
set variables

start measurement

basic syn c

basic syn s

algo syn c

Figure 3.2: Initialization of a measurement with the RMF

Figure 3.2 depicts the communication between client and server, when starting a measurement.

First the global input parameters of the users input will be parsed and the control channel will
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be bound. The global part contains parameters with basic information – they are listed in Table

B.4. Table B.3 is about settings for server and client. Next to these parameters, local settings

for each terminal can be set. They are listed in Table B.2. Then a message for synchronizing

client and server will be sent from the client to the server via control channel (basic syn

c). On receiving, the server answers with further information (basic syn s) and binds his

measurement channel. When the client receives the servers response, it will connect the safeguard

channel, when the parameter was set. The server binds its safeguard channel after receiving the

first synchronization message, because in this synchronization message the necessary information

are included. After this the client parses the second part of the input, which contains specific

information for the used measurement method and sends a last message for synchronizing (algo

syn c). The parameters can be seen in Table 6.3. Finally, the measurement will be started.

For distinguishing between the channels, they will be explained briefly. Figure 3.3 depicts the

communication between the client and server again, which is based on two or three real and

one virtual channel. The third real channel is based on the use of an safeguard channel. The

control channel maintains the connection establishment, hence it is realized with TCP. Every

connection establishment contains essential parameters for measuring (see Table 6.3, B.2 and

B.4). If conflicts occur, which were induced through the choice of parameters, the client will

have a higher priority and overrules the server. If a termination of the connection is noticed,

the client will stop current measurements and will terminate itself. By contrast the server only

terminates the measurement and restarts the RMF to be available for new measurements.

The measurement channel is used for the measurement traffic. This channel is implemented as a

UDP-connection, because repeated transmission of the same packets would disturb calculations

in the measurement algorithm. With the use of UDP, packets could change their order or get

dropped. This has to be considered while developing.

Server Client

Control Channel (TCP)

Measurement Channel (UDP)

Backchannel (virtual)

Safeguard Channel (UDP, optional)

Figure 3.3: Channels of communication of the RMF (based on [Lan13, page 8])

The third channel in Figure 3.3 is the backchannel. It bases on the measurement channel, because
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all information of the backchannel is piggybacked in the payload of measurement packets in the

measurement channel. Therefore, the payload is divided in a fixed and a dynamic part. The

fixed part is determined when the packet is given to the sending thread, while the dynamic part is

registered before sending (see [Lan13]). The backchannel uses the dynamic part. Format of the

measurement packet shown in Table 3.2, whereby the payload will be described in Section 5.2.

Field Content Length

IP-Header IPv4 / IPv6 Address 20 / 40 Byte
UDP-Header Port-Addresses 8 Byte
Sendtimestamp integer part 0 - 4.294.967.295 4 Byte
Sendtimestamp fraction 0 - 1.000.000.000 4 Byte
Fixed Payload Length 1 - 65535 4 Byte
Fixed Payload Content – 1 Byte x Fixed Payload Length
Dynamic Payload Length 1 - 65535 4 Byte
Dynamic Payload Content – 1 Byte x Dynamic Payload Length

Table 3.2: Format of the measurement packets, based on [Wil12, page 35]

The safeguard channel is the third real channel. It is necessary, because the measurement channel

could be affected by SIC. Therefore, the safeguard channel, which is a UDP-connection, should

transfer packets in the case of inter-chirp congestions2. While measuring in cellular networks,

the safeguard channel could be the network of a different provider, which is not stressed through

measurements. A more detailed view will be given in Chapter 5.

3.2.2 Threads

The RMF is divided into many threads for easier handling and performance improvements. Espe-

cially a multi-core system increases the performance, because threads can run in parallel through

multiple cores. An overview of all classes is given in Table 3.3. This table also shows, whether

the class is implemented as a thread or not. The architecture itself can be seen in Figure 3.4. Class

one until eight in Table 3.3 were designed by [Wil12] and the last five classes were developed in

this thesis.

TMSE and TMRE are responsible for sending and receiving packets to or from kernel space.

Both classes can be seen in Figure 3.4. TMSE checks all packets in the sending queue for the

time stamp, when they have to be delivered. When this time stamp is reached or exceeded, the

2The terms of self-induced congestion and congestion between chirps (inter-chirp congestion) are used interchange-
ably in this thesis.
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Shortcut Meaning Thread

MAIN Main Program 7

MEME Measurement Methods 7

TMSE Measurement Sender 3

TSDD Measurement Sender Logging 3

TMRE Measurement Receiver 3

TRDD Measurement Receiver Logging 3

TSSE Safeguard Sender 3

TSRE Safeguard Receiver 3

GPSH Global Position System Helper 7

NTPH Network Time Protocol Helper 3

RECA Result Calculator 7

SICD Self Induced Congestion Detector 7

CDTI Countdown Timer 3

Table 3.3: Shortcuts used in log files

packet obtains the current time stamp and is given to the kernel space by a system call. After this

a copy of this packet is enqueued into the logging queue. The task of filling the sending queue

belongs to the current measurement. Therefore, this thread must have enough CPU time. When

TMRE received packets, the received time stamp is added and the packet is enqueued into the

reception queue.

Because TMSE and TMRE are only responsible for sending and receiving, TRDD and TSDD are

accountable for all data, which were pushed into the queues. TSDD approaches all sent packets

and writes information into a log file. TRDD does the same for received packets, but it also

operates as an interface for the main thread. Hence, not only the data is logged, also a method for

calculating recent data rate is called.

If the safeguard channel is enabled, there are two additional threads. TSRE and TSSE are inter-

faces for the safeguard channel and should serve for a fast communication in the case of conges-

tion or timeouts. When a packet is received, no time stamp will be added and the packet will not

be logged. It is very important, that the packet is delivered to the main thread as fast as possible.

The developer has the choice, whether he wants to log the data.

The part with dashed lines of Figure 3.4 is the measurement method with all kind of new classes

and threads, whereby the “ helper classes” are optional. Only a few interfaces have to be imple-

mented, when a new measurement method is designed. These interfaces are listed in Table B.1

in Appendix B.1.
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Kernel Space

Network

TMRE

TSDD

TMSE

rLog

MAIN

TSRE

TRDD

TSSE

Userspace

sLog

SICD

GPSH

RECA

NTPH

MEME

Queueno Thread Thread

alway optional Measurement Method

CDTI

Figure 3.4: Threads, queues and helper classes of the RMF (based on [Lan13, page 10])

3.3 Synchronization and Positioning Systems

Synchronous clocks are highly important for estimating latency in data rate measurement meth-

ods. However, computer clock do not have a steady clock pulses, because environmental influ-

ences could have affects on the clock pulse (see [Goe10] and [Lan13]). Hereafter the Network

Time Protocol (NTP) and Global Positioning System (GPS) by Navigational Satellite Timing and

Ranging (NAVSTAR) are describes plus the use of both. In this thesis the term GPS will be used

as acronym for NAVSTAR-GPS. At least further satellite systems will be mentioned.

3.3.1 NTP – Network Time Protocol

As described in [Goe10, page 10 f.] it is difficult to adjust one single clock, so it is not surprising,

that synchronizing multiple clocks in networks is more difficult. Therefore, NTP was developed

(see [Mil85], [Mil88], [Mil89] and [Mil92]). NTP is required for estimating latencies while mea-

suring. Here the “Network Time Synchronization Research Project” offers an implementation of
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commendation, which can be used to synchronize against a time server in the internet. Also, it is

possible to use a local time server or GPS-mouse. While using a local or global server for time

synchronization, the distance of the server is denoted as stratum. A stratum 1 server is directly

connected to a source of commendation, which can be an atomic clock or GPS-mouse. While

using such a stratum 1 device for synchronization, the terminal is a stratum 2 device. Therefore,

it is obvious that the mobile measurement terminal should be a stratum 1 device, because time

synchronization in cellular networks is not suitable for this thesis (see [Goe10, page 11], [KM07])

How NTP is used, can be seen in Section 4.3.

3.3.2 GPS – Global Positioning System

GPS is a satellite-system for navigation utilizing 24 satellites controlled by the USA. Different

information can be received from every satellite, for example calculating the position, speed

and time of the receiving device (see [NCOfSBPNT14]). In this thesis GPS is used for time

synchronization and position estimation of the mobile node.

Every GPS satellite continuously sends messages, which contain the information mentioned

above. Ephemerids are sent every 30 seconds and they contain time signals, parameters for

calculations of the orbit and other values. In the best case, information is received from at least

three satellites, because then the position of the node can be calculated with triangulation. With

more than three nodes, the current time can be synchronized and in the average case 12 satellites

are visible (see [Lin13]).

A GPS-receiver processes, inter alia, ephemerids and estimates a signal, which tags the start of

a second. This signal is called pulse-per-second signal (PPS) (see [Mil14b]). When this signal

is received by the node, an interrupt is triggered and the recently arised offset in time can be

corrected. Thereby this information can be used, a GPS-mouse and a daemon is needed. The

GPS-daemon gpsd is able to interpret the signals of different GPS-mouses over shared memory

and delivers them to a TCP-port (see [RKM+14]). It is possible to forward PPS from gpsd to

NTP, so that the terminal can be a stratum 1 server. Additionally, all mentioned information can

be easily fetched with C++ or the GPS-traces can be logged with gpspipe (see [Mil14a]). For gpsd

it is important to have a 3D-fix, because with a 2D-fix no time synchronization is available and

a 1D-fix provides non valid data. A 3D-fix contains data about latitude, longitude and altitude,

whereby a 2D-fix does not contain data about the altitude.
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3.3.3 Galileo, GLONASS and others

GPS is not the only navigation system which can be used. Russia and Europe launched satellites

for navigation too, to be independent of USA’S NAVSTAR-GPS. Even China3 , Japan4 and India5

schedule their own local system.

Europe Europe launched Galileo as an independent, civil and global navigation system. It is

controlled by the European Global Navigation Satellite System (European GNSS). The function-

ality is similar to NAVSTAR GPS and since January 2011 the first four satellites are in space. The

whole setup is set for 2018 (see [ESA14a] and [fVudI14]), hence it is not in operational mode.

Russia The Global Navigation Satellite System (GLONASS) is a space-based satellite navi-

gation system operated by the Russian Aerospace Defence Forces. The independent develop-

ment was started during the Cold War for military reason. Since October 2011 the system has

reached a totally global cover and therefore is an alternative to NAVSTAR GPS (see [ESA14b]

and [Dal93]).

In conclusion, not only NAVSTAR GPS meets the two criteria for synchronizing clocks and

tracking traces, but GLONASS can be used, too. Gpsd can process information of all three

systems (see [RKM+14]) and is able to log the origin of the fetched datum with a suitable GPS-

mouse (like the eTrex 30 Topo or Oregon devices by Garmin).

3.4 Hardware for Mobile Measurements

All measurements are done with a mobile client and a stationary server. In [Lan13, page 27]

the single board computer Alix6F2 was applied as mobile client and was developed and tested

successfully. [Lan13] also contains details about the used operating system called Voyage (see

[DC14]), which is a derivative of Debian [itPI14]. Due to the small size of the Voyage-image, no

developer libraries are included. Therefore, cross compiling was done in a virtual machine (see

[Lan13, page 35]). Unfortunately, Debian does not longer support the GNU C library, which is

3Beidou is available for great parts of Asia and the pacific (see [CSNO14]).
4Quasi-Zenith Satellite System (QZSS) will not be in operation before 2018 (see [QSS14]).
5Indian Regional Navigation Satellite System (IRNSS) and even for local use only (see [Ind14]).
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needed by the GPS-library libgps6. To deal with the problem, experimental packages were used,

but these did not satisfy the dependencies of the libraries. Additionally, the RMF was improved by

using circular queues. Due to this improvement a memory leak was detected, whereby valgrind

(see [ABBH+14]) with massif did not run on Voyage. Therefore the RMF was analyzed with

Google Performance Tools [Inc14] and GProf [FS14] (the output of gprof can be analyzed with

gprof2dot [Fon14]). According to these problems with Voyage, Ubuntu 14.04 32 bit is be used for

the Alix-boards. Ubuntu offers the advantages of up-to-date libraries and has no complications

with the GNU C library. In addition libgps is available in a recent version, but note that for

compiling the RMF the packet libgps-dev:i386 has to be installed. In addition to this, further

configurations were done, whereby the previous configuration can be seen in [Lan13, page 67–

72], so PPS can be used for time synchronization and the board can handle two mobile network

connections at once, which is needed for the measurement- and safeguard-channel.

3.5 Traffic Generators

A good traffic generator is essential for experiments under laboratory conditions. The generator

is responsible for cross-traffic and therefore simulating fallbacks and handovers (see Section 3.1).

Hence, a stressed link can be simulated and therefore congestion can be simulated. This is neces-

sary, when the adaptive properties of the novel algorithm as well as the detector for self-induced

congestion will be tested and optimized. The architectural features and the abstraction layer of

traffic generators can be divided in three classes (see [BDP10]):

• Application-level traffic generators: These generators are emulating the behavior of dif-

ferent network applications. For example Brute [BGPS05] and KUTE [ZKA05].

• Flow-level traffic generators: This type of generators will produce a replication of realis-

tic traffic only at the flow level. For example Iperf [Kul14] and Netperf [J+96].

• Packet-level traffic generators: This kind of generator is based on packet size and pack-

ets inter departure time, the same as “gaps” in subsection 5.5.2. Most of the traffic gen-

erators are working here, for example MGEN [AG], RUDE and CRUDE [LSP02], D-

ITG [APV04], UDP-gen [Zan] and MXTraf [KGL].

For controlled testing and evaluating of the novel measurement algorithm, a generator with a

constant bit rate (CBR) for UDP traffic is needed. CBR means that a constant, specific bit rate

will be generated over a given time. In contrast to CBR there are generators, where the traffic is

6Debian adopts Eglibc instead of Glibc now (see [Yoc14]).
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for example Poisson distributed. [BDPGP12] compares different CBR-generators. In this thesis a

closer look at the most cited generators on Google Scholar7 will be given (see [BDP10, table 1])

as well as Brute, because it operated safely and reliably in a previous master thesis at the institute

(see [Lan13]). Additionally, the Unix standard program Iperf will be used.

MGEN The Multi-Generator (MGEN) in version 5.0 is supports TCP and UDP traffic with

constant bit rate for IPv4 and IPv6 networking (see [Nav14]). More features are available but are

not relevant here.

D-ITG The Distributed Internet Traffic Generator (D-ITG) is a set of tools for reproducing and

analyzing internet traffic. It generates CBR with UDP and TCP as well as VoIP or telnet traffic

(see [APV04]). Even normal- or Poisson distribution can be simulated. Therefore, traffic ac-

cording to the real world can be created and used for testing the novel algorithm. Also game

traffic as Quake 3 and Counterstrike was analyzed and can be generated (see [LBA04]). Unfor-

tunately duplex mode is not available in D-ITG version 2.8.1 and so it only is for one-way traffic

generation.

RUDE and CRUDE RUDE stands for Real-time UDP Data Emitter and only generates UDP

network traffic. CRUDE is the Collector for RUDE, thus CRUDE can receive and log RUDEs

generated traffic. Both programs are available in version 0.7.

Iperf Iperf – in version 2.0.5 – is a standard tool, which is included in many Linux distributions

like Ubuntu and Debian. It estimates the current available data rate on a given link trough traffic

generation. In addition the size of generated traffic can be set as parameter, too. Additionally,

Iperf has got all options included for creating a UDP- or TCP-traffic-flow, even for a given time

and duplex mode.

Brute Brute was used by [Lan13] and is a high performance and extensible traffic generator. In

comparison to GEN and Rude it achieves the highest maximal throughput achievable with CBR.

Unfortunately, there is no documentation of Brute on [Bon14] and only the paper [BGPS05]

exists. Additionally, there is a bug in automake-1.14. Therefore, automake 1.9 was used and line

107 in src/Makefile was changed to MKDIR_P = mkdir.

7http://scholar.google.de/
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Chapter 4

Framework Improvements

This chapter explains improvements for the framework, which were made while the new algo-

rithm was developed. First Section 4.1 briefly describes a wrapper for posix threads. Section 4.2

and 4.3 deals with wrappers for GPS-signals and NTP synchronizing. Afterwards Sections 4.4,

4.5 and 4.6 briefly explains the classes for calculation of the data rate, a simple countdown time

and the detector for self-induced congestion. Additionally, the measurement algorithm displays

status reports while measuring. These reports contains information about the enqueued chirp as

well as current values for sleeping due congestion.

4.1 Posix Thread Wrapper

The main part of the Rate Measurement Framework was written shortly after C++11 was intro-

duced but still not supported by most compilers. Therefore, the RMF is based on C++ standard

technical report 1 which does not provide an easy way to handle posix threads. To ease porting

the RMF, the boost library has not used. Therefore a wrapper class was implemented during this

thesis. The ideas are based on [Bou14].

4.2 GPS Helper Class

The GPS helper class extends the posix thread wrapper, fetches and logs GPS data periodically

with the help of the GPS-daemon gpsd8 or automatically with the tool gpspipe (see [Mil14a]).

8Whereby the library libgps20 or higher is necessary
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In this thesis both possibilities will be used. All fundamentals about GPS were briefly described

in section 3.3.2. For the helper class libgps20 or higher is needed. If the user sets parameter

for using gpsd respectively gpspipe, the GPS helper class will periodically check, weather both

programs are running. Thereto the status of gpsd can be checked by a system call. By contrast

gpspipe can be checked with the help of its program identity number (PID) . If the status check of

gpsd or gpspipe fail or at least one of them is not running, the class tries to restart it. Important is,

that gpspipe has to killed manually, when the RMF fails, because gpspipe is a system process.

The gpsd exports data in three ways: First way is via a sockets interface, secondly via DBUS

broadcasts and the last way is via a shared-memory interface. Because the RMF is written in

C++, shared-memory can be used as entry point. Via shared memory, two kinds of reports can

be received. First one is a time-position-velocity (TPV) report and the second one is called SKY

report. The TPV report contains all estimated information, like time, GPS coordinates and some

error values. A sky report contains the sky view of the GPS satellite positions and therefore it is

very important for GPS. The main interests for the measurement method are in time, longitude

and latitude. A sample can be seen in Listing D.1. For a closer look, Listing D.2 contains data,

which were saved by gpspipe in json-format.

GPS Dates As just mentioned, data is received via shared-memory. For an easy-handling, the

data is parsed and the values are saved as gps-date-object. Therefore, gps-date is a class for

handling and saving values from exactly one GPS-date, which can be extracted from gpsd data.

Additionally, the measurement method receives a GPS-date via callback every time, when the

GPS-helper class handles GPS-data.

4.3 NTP Helper Class

The importance of NTP was already mentioned in Section 3.3.1. The NTP helper class ex-

tends the posix thread wrapper for checking NTP periodically, too. Therefore, the program ntpq

(see [Kel14b]) is used. But before the values, which are delivered by NTP, can be checked, the

terminal has to use the PPS for synchronizing against this signal. [Lam14] offers an instruction

for time synchronization with a Garmin GPS. In this thesis a Garmin OEM 18x LVC was used,

circuit diagrams and more information are in [Goe10, page 17]. Finally, the NTP configurations

of both terminals has to be edited. The changes can be seen in Listing C.6 and C.7. Additionally,

the NTP log files should be keep by the operation system, so Listing C.8 describes the edited cron

job.
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Unfortunately, there was no possibility for placing the server near a window, hence the time

servers of the date center of the University of Dusseldorf had to be used. Listing D.3 shows

the data, which are get with a system call of ntpq -p. The system call was done a a laptop,

which sued both of time servers of the date center. SHM describes the shared memory section,

where the PPS is fetched from the operating system. Current selected server is marked with *,

while additional acceptable servers are marked by an +. Both server are included in the weighted

average computation to set the local clock of the terminal (see [Kel14a]). - denotes a source,

which is discarded by the algorithm. Interesting columns are “reach” and “jitter”. First one

is an octal shift register, which can be 377 in the maximum, so the last eight requests were

successful (3778 = 111111112). The jitter column denotes the difference between two samples

in milliseconds, therefore values near zero are perfect. The time servers only differ minimal

from the PPS resource, therefore they are appropriate for time synchronization. Keep in mind,

that the client has to use PPS, because time synchronization with NP in cellular networks will fail

(see [KM07]). Every 15 seconds the NTP helper class checks for a small value in the jitter column

(smaller than 100 ms) and large value in the reach column (greater than 0). So a boolean value

will be callbacked to the measurement method. If the jitter-value is too big or reach-value too

small, only a error-message will be displayed, because the helper class will manage the restart

of NTP. Unfortunately, the measurement results will be corrupt, when the time is not correct.

However this can be seen in the log files of each measurement or in the peerstats of NTP.

Figure 4.1 clarifies the differences in offsets between the local clock and PPS as well as both

time servers (RZ1 and RZ2) of the data center in August 2014. For the datasets of the entire

month, median, minimum and maximum values are shown. Every data was fetched by an laptop

with the Garmin GPS. Figure 4.1a shows the entire August, whereby there is a spikes at the 11th

and 12th of August. That is why Figure 4.1b shows the same data, only zoomed in. For a clear

presentation, the median is hide, but the values are approximately near −0.2 ms. As can be seen,

the offset of the time servers is smaller than half a millisecond. Details about the spike of the

11th August are shown in Figure 4.1c and 4.1d, whereby the 12th of August is shown in Figure

4.1e and 4.1f. As can be seen, first spike only is a inaccuracy and can be neglected. The second

spike is a inaccuracy of the time values themselves and even the employees of the data center

had no excuses. That is why the NTP peerstats for September were logged and can be seen in

Figure 4.2. In September there is an imprecision for the third day, which can be seen in Figure

4.2c and 4.2d. For a clear presentation, the median is hide, but the values are approximately near

−0.2 ms, too. The PPS drifts, because the notebook with the GPS mouse was restarted. The

drift for RZ1 and RZ2 is based on an error of the address resolution protocol (ARP) of th e time

servers. Summarized the time servers are suitable for synchronizing.
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Figure 4.1: NTP offset from PPS and time servers of the university for August 2014

4.4 Result Calculator

The class of the result calculator was part of the measurement method itself, but this was not

convenient. There was no option for estimating results, when the measurement was canceled

through errors. Therefore, now a result calculation can be run without a previous measurement.

Originally the estimation has smoothed the results with three values, now there could be set a

parameter, how many values should be taken for smoothing. Lastly additional plot files will be

generated, like debugging data for the safeguard channel or for checking loss.
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Figure 4.2: NTP offset from PPS and time servers of the university for September 2014

4.5 Countdown-Timer

Even this class extends the posix thread wrapper. For example the countdown-timer could be set

for sending a message via safeguard-channel at a specific time or a specific timeout. Additionally,

reasons for the timer could be set, so that on timeout the reason will be transmit via callback.

4.6 SICD – Self-Induced-Congestion Detector

SICD is the main part of the new algorithm. This class contains two mechanism for detecting

congestion. First mechanism will check for congestion at the beginning of a chirp and the second

mechanism investigates congestion within current chirp. If congestion is detected, a sleep time

will be calculated. This time denotes a pause for a terminal. If the congested terminal will pause

for this time, the phase of congestion will be gone and the terminal can start sending again. All

details will be explained in section 5.5.
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Chapter 5

Novel Measurement Algorithm

This chapter introduces the novel measurement algorithm which is capable of measuring available

data rates, delays and drop rates separately for each direction of a network path. The development

of the new algorithm was focused on 2G and 3G cellular networks (see Section 3.1), because it

is commonly used in C2C. Therefore, the used modem had a maximal available data rate of

7200Kbit/s. The introduction is divided in five parts and they are divided as follows:

Section 5.1: Assumptions for the measurement.

Section 5.2: Starting a measurement.

Section 5.3: Sending packets via measurement- and safeguard-channel.

Section 5.4: Receiving measurement- and safeguard-packets as well as calculate data rate.

Section 5.5: Check for self-induced congestion.

5.1 Assumptions

Section 3.3 explained the need for GPS and NTP. Unfortunately, both have to be started before

the measurement will be done, because they need time to get signals. Whereby GPS is faster than

NTP, because the GPS mouse only has to get ephemerids from the satellites (see Section 3.3.2).

NTP requires a integration phase up to 30 minutes (see [Goe10, page 43] and [Goe10, Figure

4.2]). Therefore, the NTP service and GPS daemon have to be checked, before a measurement

can be started. Furthermore measurements will be done every second, within an 1 Hertz interval

and the channel load is set to 50 %. This means that packets will be send with infinite bandwidth,

so that the other terminal is able to receive the packets within 500 ms. With this utilization, drops

of the data rate up to 50 % do not have a negative influence on the measurements. Addition,
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the first packet is very important for the measurement, because it has the only correct sending

time stamp under the assumption of an empty network queue (keep in mind that packets are send

back-to-back). Therefore, the time stamp of this packet is highly important for calculations and

due to the risk of loss, the time stamp will be piggybacked. Further the first packet is smaller than

the others, because it is insignificant for the estimation of the data rate. Last but not least every

data rate is calculated with a base of 1000.

5.2 Starting a Measurement

When all assumptions are accomplished, a measurement can be started. The general process was

already described in Figure 3.2, but the content of the second synchronization message of the

client has not been mentioned yet. Second synchronization message has the prefix MEASURE_ALGO_SYNC,

followed by values, divided by the pipe symbol. More about the default values in Section 6.1.3.

The measurement starts with a “slow-start” phase of two seconds respectively two chirps. The

first chirp is based on a starting data rate of 16KByte/s (see Section 6.1.3). Though the backchan-

nel is empty in the beginning and the first piggybacked values are received after the first chirp.

After this the estimated data rate can be adapted, so that the second chirp will be send with the

estimated data rate for the last chirp.

Dynamic Part Fixed Part

Bytes 4 Bytes 4 Bytes

0-3 based on id packet id
4-7 data rate (integer part) (chirp length� 16) + packet size
8-11 data rate (fraction part) send time of first packet in chirp (integer part)
12-15 loss in percent send time of first packet in chirp (fraction part)
16-19 time to sleep (integer part)
20-23 time to sleep (fraction part)
24-27 based on id of time to sleep

Table 5.1: Payload data of the measurement packet

Table 5.1 illustrates the dynamic and fixed payload data of the measurement packets. The

backchannel is realized with the dynamic payload, whereby non-changing values will be saved

in the fixed part. Data rate and time stamps are splitted in an integer and a fraction part due to

high precision. Chirp length and packet size can be send as one integer with the formula given

in Table 5.1. The packet size has to be piggybacked, because the first packet has a different size
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than the rest of the chirp and the “normal” packet size is needed for calculations in SICD. Time to

sleep is the time the receiver has to be quiet for reducing inter-chirp congestion. This value will

also be send in the safeguard channel, but the safeguard channel is optional and it is not assured

that the safeguard packets are received faster.

5.3 Sending packets via measurement- and safeguard-channel

In this thesis the following terms are be used: Chirp length denotes the count of packets per

chirp, chirp size equals the added size of all packets of one chirp and packet size denotes the

size of one packet, thus it differs between chirps and the first packet always is an exception.

After calculating chirp length and packet size, the chirp can be generated. Packets in one chirp

but the first only differ in their ids and time stamps except for the payload data. Without loss

of generality a chirp will be send once per second. Therefore the sending methods sleeps for

10 milliseconds until 1 second has passed. Due to this small sleeping time, the method can find

out, whether congestion occurs. In this case, the method will wait longer than 1 second. This is

explained in Section 5.5.1. Afterwards the packets are generated, they are given to the sending

network queue of the measurement channel, the rest is done by the framework. While packets

are send back-to-back, congestion occurs. This packet congestion is used for estimating data

rate, latency and drop rate, but inter-chirp congestion should be avoided. The sender estimates

the chirp length and packet size in a way so that the other terminal should receive the current

chirp within 500 milliseconds. Due to a buffer of 50 % of the current available bandwidth, drops

of the data rate of maximal 50 % could be intercepted. When the transmission needs more then

one second, the time stamp of the first packet of next chirp will be malicious and unsuitable for

estimating the current backbone delay. After the detection the receiver has to notify the sender.

Therefore, packets via the safeguard channel will be send.

Table 5.2 illustrates the dynamic payload of the safeguard packets, whereas the send time stamp

needs to be piggybacked in the safeguard packet, because safeguard packets do not provide any

send time stamp. The send reason stores information, why this packet was send. Reasons are

congestion, loss or timeouts. A timeout denotes the gap in time, when no packet has received

since half a second plus a buffer of 100 milliseconds. This case servers as hedge against fast

changing network properties. In the integer of the send reason just one bit will be set, because the

receiver of this packet can check the reasons with a bit mask (see Table 5.3). Due to the limited

scope of this thesis, influences of loss on the measurement could not be considered, but the

implementation offers many templates for this problem. Additionally the recent estimated data
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Bytes 4 Bytes

0-3 based on id
4-7 (chirp length� 16) + packet size
8-11 data rate (integer part)
12-15 data rate (fraction part)
16-19 send time (sec part)
20-23 send time (nsec part)
24-27 (loss� 16) + send reason
28-31 time to sleep (integer part)
32-35 time to sleep (fraction part)

Table 5.2: Dynamic payload data
of the safeguard packets

Bitmask Meaning

0000 0001 congestion
0000 0010 loss
0000 0100 timeout

Example: 0000 0011
High loss and

congestion

Table 5.3: Bitmask for the send reason in
the payload of safeguard packets

rate will be piggybacked. Thus the sender will receive its last data rate for sending, if congestion

occurs and the backchannel is blocked.

5.4 Receiving Packets

Sent Packets should be received in the best case, whereat there could be loss on the link due to

various circumstances. Figure 5.1 describes the different time stamps within a chirp on sender

and receiver side, whereat j.i denotes the ith packet in chirp j. The sender transmits a chirp with

four packets, so that the chirp should be received within 500 milliseconds. During transmission

packets could get lost, so just the last three packets are received. Additionally, the supposed

receive time of 500 milliseconds cannot be hold due to changes in the network characteristics.

Therefore, there is an additional delay of x ∈ R.

After the successful reception of at least two packets, data rate can be calculated for every chirp:

data rate =
count of received packets ·packet size

delay of transmission of the chirp
.

If the first send packet of chirp was received, one packet has to be subtracted of the first multipli-

cand of the numerator. This has to be done, because the first packet is for getting the send time

stamp only. The calculated data rate will be piggybacked via backchannel so the sender gets to

know the available data rate while the last chirp was sent.
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Figure 5.1: Presenting time stamps within a chirp

5.5 SIC – Inter-Chirp Self-Induced Congestion

As mentioned in Section 5.2 self-induced congestion respectively inter-chirp congestion needs

to be avoided, because this kind of congestion has a negative effect on three properties of the

measurement. First, the delay measurement will be destroyed, because the sending time stamps

are incorrect. Second, a measurement frequency of one hertz can not be maintained, because

the appeared congestion has to be reduced. Third, the piggybacked information will be received

delayed. Unfortunately, prevention of SIC is not always possible due to influences like fallbacks

and handovers (see Section 3.1). Hence, SIC must be detected as fast as possible. Therefore, two

ways for detecting SIC were developed. Section 5.5.1 is about detecting SIC within current chirp

and Section 5.5.2 describes the tracing of SIC after every first packet of a chirp. In the following,

the most important notation are listed in Table 5.4, whereat the receive time stamp will be referred

to tx instead of rx. It should be mentioned that the first received packet must not be the first send

packet ( f 6= 1). For the last packet it hold vice versa.

5.5.1 Self-Induced Congestion within current Chirp

Figure 5.2 describes the logic for detecting SIC within current chirp. It is presumed that k ≥ 2

packets are received, because at least two packets are needed for calculations. Generally the du-

ration of current chirp will be calculated, so that the time between the chirps – the inter-chirp

gap time – can be checked. Hence, terx
i (ni) has to be calculated. Therefore dair of all expected

packets and the dbb from the last non-congested packet are added to the time stamp, of the last

received packet. Thereby the remaining time of the current chirp can be checked when the dif-

31



Chapter 5 Novel Measurement Algorithm

Acronyms Declaration

t tx transmit time stamp
tetx estimated transmit time stamp

t tx
i (k) transmit time stamp of packet k of chirp i
spi packet size of all packets but the first of chirp i
sp1 packet size of the first packets
ni count of packets in chirp i
Ai calculated data rate of chirp i
dbb current backbone delay

dair
i (k) air delay of kth packet in chirp i

f , j,k, l
are abbreviations for the first, any, the current and the last
packet in a chirp, where 1≤ j,k ≤ ni holds for chirp i

Table 5.4: Acronyms for time stamps and packet properties

ference between terx
i (ni)− terx

i (1) will be considered (keep in mind that t tx
i (1) is piggybacked and

trx
i (1) can be calculated). If this difference is greater than the measurement interval subtracted

by dair of all previous congested packets, than congestion occurs or occurred and time to sleep

will be calculated. Otherwise all timers, flags and other variables can be reseted. The value of

“time to sleep” denotes the relative time for the sender, which he has to be quiet for reducing

inter-chirp congestion. Amount of packets in the current chirp, which where received in a phase

of congestion, is denoted as c.

5.5.2 Self-Induced Congestion between Chirps

Figure 5.3 describes the logic of detecting SIC between chirps. For the flow chart it is presumed

that the last chirp i is not congested, but chirp i+ 1 could be congested. First, a trend in the

development of the download data rate of chirp i has to be assumed. Therefore, a line of best fit

based on the gaps between consecutive packets in the last chirp is calculated. When the gaps are

getting bigger, the data rate is decreasing, otherwise the data rate increases. If the slope is equals

zero, a positive slope is assumed and a second check will be done due to verification. This is

done, because the cumulative slopes of every cut could be zero, but the last slope (or last slopes)

is positive.

First, left branch of Figure 5.3 is described. In this case, the data rate is rising and the time

between terx
i+1(1) and terx

i (ni) is calculated. If this gap is lower or equal accumulated dair of all

outstanding packets of the last chirp, the first packet of the current chirp and the last packet of last

chirp were received back-to-back and therefore congestion will occur. Then the time to sleep has

32



5.5 SIC – Inter-Chirp Self-Induced Congestion

k packets received,
n− k left, k ≥ 2

Last packet will be received at:

terx
i (ni) = trx

i (k)+
(ni− k)spi

Ai
+ dbb

Remaining time greater than
measuring intervall sub-

tracted by congested packets?
terx
i (ni)− terx

i (1) ≥ 1.0− c · spi

Ai

No
congestion

Congestion

Reset flags, . . . ,
send feedback?

Calculate
time to sleep

legend:

start / end

assumption,
fact

statement

true
false

Figure 5.2: Detecting self-induced congestion within current chirp

to be calculated. If the gap is greater than the accumulated air delays, congestion will not occur

and all timers, flags and other variables are reseted.

The right branch of Figure 5.3 represents the case of a falling data rate. Then a second line of

best fit is calculated, based on the last
√

ni packets of the current chirp. This is done because

the development of all gaps could be like a “∨” (or any other shape with a increasing gap size

at the end). In this case the slope is equals zero, but the gaps are rising at the end and the data

rate decreases. Furthermore two metrics from [RRBLC03] will be used. First one is the pairwise

comparison test (PCT) and second one the pairwise difference test (PDT) (see Section 5.5.4).

PCT and PDT are indicators for the trend of delays of the packets. Summarized, if the second

gradient is positive or the two metrics got an increasing trend, then the data rate for the last
√

ni

packets will be estimated and used for future calculations. Otherwise, the last check will be done

directly. A proof of concept for the value of
√

ni can be seen in measurements in Chapter 6,

where no ambiguous behaviour occurred.
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Figure 5.3: Detecting self-induced congestion between chirps
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5.5.3 Linear Regression

As described in Figure 5.3 the line of best fit has to be calculated for evaluating the development

of the data rate. The line of best fit can be calculated with linear regression and is defined by:

f (x) = m · x+b b,m,x ∈ R (5.1)

where m represents the slope of the line and b is the y-intercept.

Following equations used for simplifying the Equation 5.1:

n

∑
i=1

i =
1
2

n(n+1), gaussian sum (5.2)

n

∑
i=1

i2 =
1
6

n(n−1)(2n−1), square pyramidal number. (5.3)

With Equations 5.2 and 5.3, Formula 5.1 can be calculated. The gradient can be defined as follows

(see [Ler12]):

m =

ni

∑
j=1

X j ·Yj− 1
ni
·

ni

∑
j=1

X j ·
ni

∑
j=1

Yj

ni

∑
j=1

X2
j −

1
ni
·

(
ni

∑
j=1

X j

)2

Now Yj = trx
i ( j+1)− trx

i ( j) is the packet dispersion in the current chirp, the so called gap. X j = j

denotes the gap number in [1,ni−1], where gap j is the gap between packet j and j+1. Therefore

there are ni−1 gaps between ni packets. There it is:

m =

ni−1
∑
j=1

j ·Yj− 1
ni−1 ·

ni−1
∑
j=1

j ·
ni−1
∑
j=1

Yj

ni−1
∑
j=1

j2− 1
ni−1 ·

(
ni−1
∑
j=1

j

)2

5.2
=
5.3

ni−1
∑
j=1

j ·Yj− 1
ni−1 ·

ni · (ni−1)
2

·
ni−1
∑
j=1

Yj

1
6 · (ni−1) · (ni−2) · (2ni−3)− 1

4 ·
1

ni−1 ·n
2
i · (ni−1)2

=

ni−1
∑
j=1

j ·Yj− 1
2 ni ·

ni−1
∑
j=1

Yj

1
12 · (ni−1) · (n2

i −14 ·ni +12)
. (5.4)
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The axis section b in Equation 5.1 is defined by:

b =
1
ni

(
ni

∑
j=1

Yj−m ·
ni

∑
j=1

X j

)
s 5.2
=

1
ni

ni

∑
j=1

Yj−
m · (ni−1)ni

2ni
. (5.5)

Equations 5.4 and 5.5 are used in Figure 5.3 for the linear regressions.

5.5.4 PCT – Pairwise Comparison Test and PDT – Pairwise Difference Test

In [RRBLC03] the authors introduce two metrics. PCT and PDT are metrics for analyzing

the one-way delays (OWD) of the packets in a chirp. The PCT represents a key ratio for the

trend of consecutive OWDs in the current chirp and is stable with respect towards outlieres

(see [RRBLC03, figure 4]). The key ratio of PDT quantifies the strength of the start-to-end

gap variation, an example is given in [RRBLC03, figure 4], too. Both ratios can be calculated as

follows, where all gaps Yj are partitioned in k =
⌈√

ni
⌉

groups. The median of the group p with

1≤ p≤ k is Ŷp with:

Ŷp = Ŷj

⌊
k+1

2

⌋
SPCT and SPDT denote the metrics for PCT and PDT, whereat S was used as an acronym for

“stream” in [RRBLC03] and just adopted. It is 0≤ SPCT ≤ 1, −1≤ SPDT ≤ 1 and:

SPCT =

ni−1
∑
j=1

I
(

Ŷj+1 > Ŷj

)
k−1

and SPDT =
Yni−Y1

ni−1
∑
j=1

∣∣Yj+1−Yj
∣∣ .

Here I(X) is one if X holds and zero otherwise. The authors state that SPCT is increasing in

[JD02], when SPCT > 0.66. For SPDT it is SPDT > 0.55. The development of gaps is increasing

when both ratios are increasing. Both values were used for the new algorithm, as seen in Figure

5.4. The values in this figure are out of the measurement in Figure 6.13. It is important, that

congestion was detected by the server after the 5 s, 23 s, 36 s, 52 s, and 109 s. Therefore, PCT and

PDT provided indications for congestion in 4 out of 7 occurrences of inter-chirp congestion.
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Figure 5.4: Values of PCT and PDT for measurement in Figure 6.13

5.5.5 Calculation of transmit time of the next chirp

If SIC is detected, the send time stamp of the first packet of the next chirp has to be calculated.

This time stamp is defined as: tetx
i+2(1) = trx

i+1(k)+ tsleep
i+1 . The value of tsleep

i+1 is the time to sleep, or

the time where no further packets should be send. Figure 5.5 clarifies the necessary time stamps

for this subsection. Calculating tetx
i+2(1) is the same as calculating tsleep

i+1 , only the processes are

slightly different, because tetx
i+2(1) is an absolute and tsleep

i+1 a relative time stamp. In this thesis

tsleep
i+1 = tetx

i+2(1)− trx
i+1(k) (5.6)

will be calculated.

Figure 5.5: Presentation of “time to sleep”
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For Formula 5.6 the value of trx
i+1(k) is well known, because it is the receive time of the current

packet. Hence, tetx
i+2(1) has to be estimated. There terx

i+1(ni+1) is needed, and therefore the approx-

imated air delay dair
i+1(ni) =

spi+1
Ai

of all outstanding packets has to be added to trx
i+1(k). The value

of dair is approximated, because the current data rate Ai+1 is unknown, only the data rate of the

previous Ai is known. Summarized it is:

terx
i+1(ni+1) = (ni+1− k) ·dair

i+1(k)+ trx
i+1(k)

= (ni+1− k) · spi+1

Ai
+ trx

i+1(k). (5.7)

When estimating tetx
i+2(1) the value of tetx

i+1(ni+1) is needed. This value can be calculated with

terx
i+1(ni+1). Therefore, dair

ni+1
is subtracted from the receive time stamp of the last packet in the

current chirp. Additionally, dbb is always the backbone delay of the last non-congested packet.

The value of tetx
i+1(ni+1) is defined by:

tetx
i+1(ni)≈ terx

i+1(ni+1)−dair
i+1(ni+1)−dbb

= terx
i+1(ni+1)−

spi+1

Ai
−dbb (5.8)

The unknown backbone delay can be calculated from the last non-congested packet, which is –

without loss of generality – the first received packet of the previous chirp. Generally it is

dbb = trx
i (1)− t tx

i (1)

but the reception of the first packet of any chirp is not guaranteed. Therefore, the first received

packet can be taken, whereas the air delays of all previous packets have to be subtracted. Keep in

mind that the send time stamp of the first packet can be piggybacked, so it is:

dbb = trx
i ( f )− t tx

i (1)−dair
i (“all previous packets”)

= trx
i ( f )− t tx

i (1)−dair
i (1)− ( f −1) ·dair

i (2)

= trx
i ( f )− t tx

i (1)−
sp1

Ai
− ( f −1)

spi

Ai
. (5.9)
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Now the estimated send time stamp of first packet of chirp i+2 can be estimated:

tetx
i+2(1) = tetx

i+1(ni+1) +dair
i+1(ni+1)+tgap

i+1

5.8
≈ terx

i+1(ni+1)−dair
i+1(ni+1)−dbb+dair

i+1(ni+1)+tgap
i+1

= terx
i+1(ni+1) −dbb+ +tgap

i+1. (5.10)

Here tgap
i+1 denotes the gap time between chirp i+ 1 and i+ 2. Keep in mind that the channel

utilization is 50 %, so that send packets are received for half a second and the other half nothing

is send. The second half serves as inter-chirp gap time and protects the measurement from con-

gestion due to data rate drops up to 50 %. Unfortunately, the data rate could drop by more than

the half, leading to inter-chirp congestion. Figure 5.6 explains the importance of the gap time.

In the desirable case, the sender can transmit the chirp, so the other terminal receives this chirp

within 500 milliseconds. If the available data rate is high enough, packets will not be congested

(respectively, packets will not be queued due to a to high sending data rate) and can be received in

less than the measurement interval. Nevertheless congestion can occur, so that the chirp latency

is higher than one second. This case is shown as congested behaviour in Figure 5.6.

Figure 5.6: Importance of the gap time

The inter-chirp gap tgap
i is defined by the time between the receive time of the last byte of the last

packet in a chirp bl(ni) and the received time of the first byte of a packet in the new chirp b f (1).

Equation 5.11 holds, when there is no congestion detected:
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tgap
i = trx

i+1(b f (1)) − trx
i (bl(ni))

≈
(
trx
i+1( f )−dair

i+1(1)− ( f −1) ·dair
i+1(2)

)
−
(
trx
i (l)+(ni− l) ·dair

i (2)
)

=

(
trx
i+1( f )− sp1

Ai
− ( f −1) · spi+1

Ai

)
−
(

trx
i (l)+(ni− l) · spi

Ai

)
(5.11)

When congestion is detected, a new value for tgap
i is needed. dOWD is the OWD of the packet of

the safeguard channel. If no packets were received via this channel, dOWD is the one-way delay

of the last non-congested packet via the measurement-channel, so it is:

tgap
i = 0.1+3 ·dOWD

= 0.1+3 ·
(
trx
i (k)− t tx

i (k)
)

(5.12)

Equation 5.12 is based on a current OWD, because tgap
i needs to be large enough, therefore a

further packet could be send within current tsleep
i . This additional packet will be send due to an

additional feedback (see Section 5.5.6). Equation 5.11 contains the current estimated data rate

Ai, because Ai+1 can not be estimated after the first packet of chirp i+1 was received, therefore

the data rate Ai will be used to approximate dair
i+1. If Ai is used, there are two cases:

• Ai+1 ≥ Ai does not harm the calculation, because an overestimated inter-chirp gap time is

better than underestimated on. The reason is that a greater value of tgap
i leads to a greater

value of tsleep
i+1 , therefore the sender suspends longer than necessary. Otherwise he would

send packets again, when the congestion could not be reduced completely.

• When Ai+1 < Ai holds, the first term of Equation 5.11 will be underestimated. But this will

be handled when a second packet will be received, so that the estimation becomes more

accurate. In the worst case there will be no second packet and the detector relies on packets

out of chirp i+2.

Additionally, the data rate of chirp i could not be calculated, when less or equal one packet of

chirp i was received, then the data rate of the previous chirp will be used. When 1 = f does not

hold, the transmit time stamp was piggybacked and the receive time stamp can be estimated. If

ni = l does not hold, the time stamp will be estimated as shown in Equation 5.7.
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If all components are added, current time to sleep can be defined as:

tsleep
i+1 = tetx

i+2(1) −trx
i+1(k)

5.10
= tgap

i −dbb+terx
i+1(ni+1) −trx

i+1(k)
5.7
= tgap

i −dbb +(ni+1− k) · spi+1

Ai
+ trx

i+1(k)−trx
i+1(k)

= tgap
i −dbb +(ni+1− k) · spi+1

Ai
(5.13)

After congestion is detected, mechanism in Figure 5.7 will be triggered, whereat is does not

matter, whether client or server detects the congestion. In this figure, terminal 1 detects con-

gestion. This terminal sends a safeguard-packet to notify terminal 2 that congestion occurred.

Additionally, the current values of tsleep
i+1 and the packet id will be set in the backchannel, because

the safeguard is optional. It is important that a safeguard message will be send only once per

Terminal 1 Terminal 2

Detecting self-induced
congestion for terminal 2

Sending packet in
safeguard channel

Keep sending
measurement packets

Receiving packet from
safeguard channel

Stop sending chirps

Sleep for tsleep
i+1

Start sending again

Figure 5.7: Flow chart of the logic after detecting self-induced congestion

congestion. If congestion is detected for another packet, the new value of tsleep
i+1 will be compared

to the old one. If the new calculated value is greater equals the current one, but the previous

time to sleep is not over yet, no new message will be send. Hence, the value of tsleep
i+1 is smaller

than the current, a message will be send under certain circumstances, which will be mentioned

in the Section 5.5.6. After terminal 2 received the safeguard-packet, he suspends and stops his

countdown-timer. Then he will adjust the sleep time from delay of the safeguard channel and

sleep until tsleep
i+1 seconds have passed (see Equation 5.13). Only then the terminal starts sending
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again. Because the terminal does not send packets for the last tsleep
i+1 seconds, the received pig-

gybacked information can be out of date. Maybe this will induce a second phase of congestion,

but this cannot be avoided due to missing information about the network. The network is seen as

a black box and therefore the terminals have no information for example about other terminals

and the amount of cross traffic flows. More details about this phase and a proof of concept is

presented in Section 6.1.5.3.

5.5.6 Positive and Negative Feedback

After inter-chirp congestion could be detected, more packets of the current chirp could be re-

ceived. If for one of these packets the new value of tetx
i+2 differs from the old estimated value,

positive or negative feedback should be send. To be more precise, it will be checked, how the

new value of tetx
i+2 – denoted as new tetx

i+2 – and the time, the other terminal has to sleep, are dis-

tinguishing. Figure 5.8 shows the logic of the feedback-mechanism, whereat tnow is the current

time and told denotes the time stamp, when the last safeguard-packet was send due to conges-

tion . First, it is checked, whether the other terminal is already in a congestion phase. If it is

“sleeping”, the new value of tetx
i+2(1) is compared with the old estimated transmit time stamp of

next chirp. Thus a positive (earlier time stamp) or negative (later time stamp) can be determined.

Both feedbacks will be filtered by a low-pass filter. This means, only values which differ by

10 % and at least 2 ·dOWD are accepted. This prevents oscillations due to small values. With the

negative feedback, only the current time to sleep has to be set. Whereat at the positive feedback,

the countdown-timer (see Section 4.5) will be restarted with a new time, denoted by tct, and tsleep
i+1

is assigned to new tsleep
i+1 . Due to safety, a safeguard-packet will be send three times per second,

if the other terminals sleep time is greater than 3 · dOWD seconds yet and if the other terminal is

currently sleeping. These provisions should secure against packet loss in the safeguard channel.

Additionally a second countdown-timer is running for half a second plus a buffer of 100 mil-

liseconds. This timer is an additional safety feature and protects against fast changing network

characteristics which are not caught by the feedback-mechanism.
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Figure 5.8: Logic of the feedback-mechanism for the sleep time on congestion
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Chapter 6

Experiments

This chapter is about testing the novel measurement algorithm in a testbed with laboratory condi-

tions as well as in real-life. Therefore, Section 6.1 is about measurements in the testbed is about

the quality of different traffic generator. Additionally default parameters for the RMF and mea-

surement algorithm are mentioned. Further Section 6.2 describes measurements with a stationary

client as well as with a moving one.

6.1 Measurements with Laboratory Conditions

Experiments have been done in a testbed with laboratory conditions. Therefore, Section 6.1.1 is

about the used hardware. Section 6.1.2 briefly evaluates traffic generators for cross traffic. Next

section deals with input parameters of the new measurement algorithm, whereat Section 6.1.4

describes the generation of a chirp. Last Section is about the results of measurements in the

testbed.

6.1.1 Hardware

The testbed consisted out of seven computers, whereby specification of the hardware can be seen

in Table 6.1. Network setup is shown in Figure 6.1 and the computers are assigned as follows:

• Amy serves as client,

• Fry is the server,

• Farnsworth and Bender are routers and
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• Kiff, Leela as well as Nibbler will generate cross-traffic.

Processor Intel i3-2100
Cores 2
Frequency 3.1 GHz
Main Memory 4 GB
Network Interfaces 10/100/1000 Mbps
Operating System Debian 7.0
RMF Version 58842

Table 6.1: Hardware of the testbed

The link from Amy to Fry, routed by Farnsworth will be the control- and measurement-channel,

whereby the link routed by Bender will be the safeguard channel. Unfortunately, all computers

in the testbed are running on Debian. Fortunately the recent GNU-C-Library could be installed

with experimental sources on Amy and Fry (see Section 3.4). The maximal available data rate of

all links was curbed by ethtool (see [Mil13]). With the help of the Iperf (see [Kul14]) this setting

was verified. The results of Iperf are near to 10 megabit and can be seen in Listings A.1 and

A.2.

6.1.2 Evaluation of Traffic Generators

Section 3.5 introduced several traffic generators. In the following it is explained, why Brute, D-

ITG and Iperf are used for traffic generation. Additionally, the generated cross-traffic are analyzed

with data rates and time periods out of Tabular 6.2. The test scripts are listed in Appendix A.3.2.

Every cross-traffic in this section is generated by Leela and routed by Farnsworth towards Fry.

With ifstat (see [Rou14]) the interface status has been logged. Ifstats gathers statistics from

the kernel internal counters. The CPU frequency is set to the maximum frequency due to the

performance governor, because for example Brute exploits the time stamp counter (TSC) register

for achieving best temporal accuracy. Therefore, cpufreq-utils (see [BD14]) has been used. This

script is in listing A.3.1.

Brute outperforms MGEN and RUDE with throughput versus frame length (see [BGPS05]).

Additionally, it was used in [Lan13] and worked reliably. For better evaluating of Brute, a second

application-level traffic generator should be tested. Unfortunately, KUTE only works with Linux

up to 2.6 (see [ZKA05]), but the testbed uses Linux 3.2.
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Figure 6.1: Testbed for measurements

D-ITG clearly achieves the best available packet-rate and bit-rate compared to MGEN and

RUDE in [BDP10]. But it should be noted, that the evaluation observers packet-rates from

0.6× 105 to 1.6× 105 and bit-rates from 3.5× 105 to 10.6× 105, whereby the bit rate in this

thesis is shaped to 10Mbit/s = 10× 106 bit/s. However, it is clear that D-ITG remains better

than MGEN and RUDE with the aid of the figures in [BDP10].

Iperf is a UNIX standard tool for years. With Iperf the current available data rate of a link can

be estimated fast and easy as well as traffic can be generated. Iperf was used in server mode,

because every last packet of each measurement needs to be acknowledged, otherwise there will

be an additional delay due to a missing acknowledgement

In the following the generated cross-traffic of Brute, D-ITG and Iperf is analyzed. Data rate and

periods of time are defined in Table 6.2, where for example the cross-traffic is up to 200KByte/s

between 5 and 15 seconds. Brute and D-ITG had a rate of 1000 frames per second, whereby this
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options was not available in Iperf. There only the maximal data rate can be set and 1540 Byte

Ethernet-packets are send. Scripts are listed in Appendix A.3.2. Obviously Brute is the most

appropriate traffic generator, because D-ITG has got deviations downwards, when the data rate

changes. Iperf overestimates during higher throughput’s due to a base of 1024. Brute is optimal,

because it generates one traffic flow with different properties, whereby D-ITG and Iperf have to

be restarted for changing properties. This leads to a stitching on the x-axes over time.

Time (sec) 0 5 15 25 35 45 55 65 75

Packet Data Length (KByte) 0 200 400 600 800 1000 1200 600 0

Table 6.2: Data rate of cross-traffic for Brute and D-ITG dependent on time
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Figure 6.2: Cross-traffic by different generators

6.1.2.1 Traffic Shapping

As an alternative towards traffic generators, traffic shaper like trickle, wondershaper or tc could

be used ( [Eri14], [Hub14b] and [Hub14a]). Unfortunately, trickle only handles TCP-connec-

tions. Wondershaper is a wrapper for tc and adjusts data rates through in- and decreasing drop

rates. This behaviour is undesirable, because packets should only be dropped, when a network

queue is full. Fortunately tc can adjust the queuing discipline for different network interfaces with

the help of a token bucket filter. This filter is a simple queue that only passes packets arriving at

a rate which not exceeds rate set by the user. Tc is used in Section 6.1.4 for estimating various

properties of a chirp.
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6.1.3 RMF Input Parameters

This subsection briefly describes input parameters for the new measurement algorithm of the

RMF. Table 6.3 shows all parameters as well as default value and a short description.

Parameter Value Default Description

mT_r 0 (off) | 1 (on) 0 Boolean value, whether only results are calculated.
mT_a 0 (off) | 1 (on) 1 Should network characteristics affect chirp properties?
mT_d 0 (off) | 1 (on) 1 Boolean value, whether SICD is used.
mT_s byte/seconds 16000 Data rate at beginning has to be low to prevent inter

chirp SIC. Therefore 16 Kbit/s are chosen.
mT_l percentage 50 Percentage of channel load in a range of 0 to 100. As

described in Section 5.1 it is 50 %.
mT_cs integer 3 Denotes value for smoothing the results in result cal-

culator (see Section 4.4) for. Before this thesis was
done, default was three, because of fluctuations. This
value was kept as default value, but value of 1 is used
in this chapter.

mT_cc integer 25 Amount of packets, after which the chirp duration will
be calculated due to congestion detection. The value
of 25 was set as default due to CPU load of the Alix-
Board.

mT_clu integer 1000 Maximum chirp length for the uplink. The default
value is 1000 due to tests under laboratory conditions.

mT_cld integer 1000 Analog to mT_clu, but for the downlink.
mT_mdu byte/seconds 1000000 Default data rate for the uplink is 10 Mbit/s due to

tests under laboratory conditions, where the link were
shaped to 10 Mbit/s.

mT_mdd byte/seconds 1000000 Analog to mT_mdu, but for the downlink.
mT_gc 0 (off) | 1 (on) 0 Client will use the GPS-helper (see Section 4.2),

whereat root privileges are needed. By default this is
disabled.

mT_gs 0 (off) | 1 (on) 0 Analog to mT_gc, but for the server
mT_gcl 0 (off) | 1 (on) 0 Client will log GPS-data with gpspipe, whereat root

privileges are needed. By default this is disabled.
mT_gsl 0 (off) | 1 (on) 0 Analog to mT_gcl, but for the server.
mT_tc integer 2947 Gpsd TCP port of client. Default value bases on gpsd.
mT_ts integer 2947 Analog to mT_tc, but for the server.
mT_sc string /dev/ttyS0 Gpsd serial port of client. Default value bases on gpsd.
mT_ss string /dev/ttyS0 Analog to mT_sc, but for the server.

Table 6.3: Input parameter for the new measurement method

49



Chapter 6 Experiments

6.1.4 Estimating Chirp Length and Packet Size

Chirp lengths and packet sizes have to be calculated due to adjust the estimated data rate of the

receiving terminal. Otherwise the terminal would produce self induced inter-chirp congestion.

Indeed the calculation of both parameters is not trivial, because there is a trade off between max-

imal data rate of data and robustness. As is well known smaller packets lead to higher overhead,

more calculating time and less data rate of data, but loss does not have a major impact on the

data rate. However, if packets get bigger, loss has a huge negative effect, but the overhead can

get very small. Therefore, two approaches were tested. Firstly, data rate dependent on different

packet sizes and fixed chirp length and secondly, data rate dependent on different chirp lengths

and fixed packet sized.

6.1.4.1 Chirp properties based on different packet sizes

Firstly the maximal used bandwidth with different packet sized will be estimated. Table 6.4

denotes different packet size for different time intervals, whereby for example in the interval of

[23,33) seconds all packets have a size of 1400 bytes.

Time (sec) 3 13 23 33 . . . 143 153

Packet Size (kBit) 500 1500 1400 1300 . . . 200 100

Table 6.4: Packet sizes in dependent of time

The results for a measurement with the properties of Table 6.4 are shown in Figure 6.3. The

results are from the servers point of view, whereby the clients download is equal. Every coloured

line represents a single measurement and the link was shaped with tc. Loss has no unknown

side effects on this measurement and can be neglected. As can be seen, the first two to three

seconds are inconsequential, because of a slow-start (see Section 5.2). Obviously there is no

direct correlation between packet size and estimated data rate on a perfect link in Ethernet. In

this thesis a perfect link is known as connection between sender and receiver without cross-traffic

or unknown loss. It should be noted, that there are deviations starting from second 133 on the

10Mbit/s link. This is due to chirp length and the time for calculations, which arises from the

maximal 6250 packets9. As a result for the final calculation, the chirp length has to be limited.

910000KBit ·0.5÷100 Byte/packet = 6250packets

50



6.1 Measurements with Laboratory Conditions

 0

 2000

 4000

 6000

 8000

 10000

3 23 43 63 83 103 123 143

D
at

a 
ra

te
 (

K
b

it
/s

)

Chirp number (ID)

Servers download

Link shaped to:
10000 Kbit/s

8000 Kbit/s
6000 Kbit/s
4000 Kbit/s
2000 Kbit/s

500 Kbit/s

Figure 6.3: Data rate dependent on different packet sizes

6.1.4.2 Chirp properties based on different chirp lengths

The second approach calculates the packet size as result of chirp length. Therefore, the packet

size can be calculated as division of data rate through chirp length multiplied with the channel

utilization in seconds:

spi =
Ai ·0.5

ni
bytes (6.1)

Packet size has to be in [100,1500], because this is the interval of double the dynamic and fixed

payload as well as the maximum transmission unit in Ethernet (see [MD90]). If this interval can

not be hold chirp length will be in- or decreased. Figure 6.4 displays the results for different

chirp length, whereby the link was shaped with tc as denoted in Table 6.5. As can be seen, there

is no direct correlation between chirp length and estimated data rate on a perfect link in Ethernet,

too.

Time (sec) 13 23 33 . . . 93 103 113

Data rate (kBit) 10000 9000 8000 . . . 2000 1000 500

Table 6.5: Data rate in dependent of time

6.1.4.3 Chirp properties based on different chirp lengths and different packet sizes

The results of both approaches in Section 6.1.4.1 and 6.1.4.2 are not surprisingly, because all tests

were done in a Ethernet network with perfect links. Therefore, the packet size of chirp i will be

calculated like in Figure 6.5.
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The chirp should have a length of 400 packets, whereby the packet size will be calculated like in

Equation 6.1. Additionally, the packet size has to be in the range from 100 (double the size of

fixed and dynamic payload) to 1500 (maximal transfer unit in Ethernet). If this limit is exceeded,

the packets will have the size of the biggest/smallest value and the chirp length will be modified.

The maximal chirp length is 1000. This is a default value out of the header of networkThread-

Structs.h in the RMF.

ni = 400 spi = 0.5 · Ai
ni

Bytes

spi > 1500Bytes

spi < 100Bytes

spi = 1500Bytes

spi = 100Bytes

ni = min
(
b0.5 · Ai

spi
c,1000

)
true

true

Figure 6.5: Calculation of packet size and chirp length

6.1.4.4 Channel Utilization

As mentioned in Section 5.1, the measurement algorithm tries to achieve a channel utilization of

100 % for 500 milliseconds per second. However, the novel measurement algorithm and SICD

can handle different values for the channel utilization, which can be set by -mT_l (see Section

6.1.3). This possibility should be used in an extended version of this algorithm only, because the
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utilization directly influences the possibility of SIC. With a utilization of 50 % no SIC will occur

until the available data rate is less than halve of the expected rate.

6.1.5 Measurements

A variety of measurements under laboratory conditions in a wired testbed were done. This mea-

surement will cover in the following subsections. During all measurements the RMF parameters

where set like depicted in Table 6.6 and the plots show unfiltered and non smoothed data.

Option Value

Binding of Process 1 (enabled)
LogLevel 1 (normal)
Process Scheduling fifo
Deactivate swapping of Memory 1 (enabled)
Performance Scaling Governor 1 (activated)
Measured Link both (up- and downlink)
Client Control Channel Address 192.168.1.2
Client Measurement Channel Address 192.168.1.2
Client Safeguard Channel Address 192.168.4.2
Client Safeguard Interface eth1
Client Safeguard Default Gateway 192.168.1.1
Server Control Channel Address 192.168.6.2
Server Measurement Channel Address 192.168.6.2
Server Safeguard Channel Address 192.168.3.2
Count of Smoothing 1

Table 6.6: Options for measurements in the testbed

6.1.5.1 Measurement without loss and cross-traffic

Measurement in Figure 6.6 was done between Amy and Fry. At the beginning of the measure-

ment a “slow-start” can be seen. This was already mentioned in Section 6.1.2.1. The results only

deviating ≈ 2.32% for the uplink and ≈ 2.56% for the downside of the client. The underestima-

tion is better than a overestimation, because then the risk of inter-chirp congestion is smaller. The

difference of deviation is due to measuring fluctuations. Summarized, these results are very good

for a perfect link.
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Figure 6.6: Measurement results for an unencumbered link

6.1.5.2 Measurement with loss

Previous measurement was done with perfect link, whereby now the algorithm is tested on a

link with loss. It is expected, that x% of lost packets affects on x% less estimated data rate,

because less packets will be received in the same amount of time (on condition, that the last

packet is received). Table 6.7 displays the loss on the down- and uplink based on time, where

for example the links were affected with 20 % loss in [15,25) seconds. The emulation of loss can

be done with the network emulator NetEm for tc (see [Hem14]), which adds packets loss to an

outgoing interface in the network. Unfortunately, NetEm is not exact, thus iptables could be used

(see [RN14]), but even iptables has a probability module and is not exact. Therefore, NetEm was

used, because it sets the loss probability to the network queues itself.

Time (sec) 5 15 . . . 85 95 105 110

Loss (Percent) 10 20 . . . 80 90 95 0

Table 6.7: Periods of loss for testing

Figure 6.7 shows a measurement with the new developed algorithm and with variable loss, which

is displayed in Table6.7. The behaviour of the client’s upload is equal. While the data rates

are plotted versus the left vertical axis, the loss rates are plotted versus the right vertical axis.

Ideally the red and green line would match exactly. The yellow graph depicts the difference of

the measured available data rate in respect to the estimated available data rate. Is is clearly visible

that if loss increases up to 20 %, the estimated data rate will decrease up to 20 %, because 20 %

less packets are received. At 107th second it can be seen, that the loss rate is set to zero and thus

the data rate is increasing to the maximum like in the “slow-start”.
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Figure 6.7: Measurement results for a link with loss

6.1.5.3 Measurement with cross-traffic

After the new measurement algorithm was evaluated on a link with loss, measurements with

cross-traffic will be evaluated. For the generation of cross-traffic it is important to know, that the

kernel scheduler is fair and implements a packet FIFO-queue. Hence, the channel capacity will

be divided fair on the basis of flow count per terminal. Therefore, the test cases contain different

amount of flows, which were generated by Leela, Kiff and Nibbler. These flows will influence

the client’s upload. The plotted cross-traffic is always the specification and not the real value,

whereby blue lines denote the value of a fair division based on the FIFO-queues. This subsection

contains following measurement:

Test 1: with one cross-traffic, so that there will be no congestion.

Test 2: with three cross-traffic flows, but every flow has a delay in time to avoid congestion.

Test 3: with two cross-traffic flows at the same time, so that there will be congestion.

Test 4: with two cross-traffic flows, which will vary in time and with congestion.

Cross-traffic test 1: Figure 6.8 shows a measurement with one increasing cross-traffic flow,

which was generated by Leela with Brute. The cross-traffic flow had 1000 packets per second

with increasing packet size every ten seconds. The fairness of the kernel respectively Ethernet

can be seen starting at 70th second respectively chirp number. As mentioned in Section 5.1 the

new measurement method aspires a channel utilization of 100 % for 50 % of time. Therefore the

the channel is divided fair and the results of the measurement algorithm are predictable.
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Figure 6.8: Measurement results with one cross-traffic flow, without congestion

Cross-traffic test 2: The second cross-traffic test was done with three flows, generated by

Leela, Kiff and Nibbler. Each flow has a size of 1000 packets per second, a packet length of

1000 byte and a duration of 60 seconds. The first flow started after 10 s, the next at 30 s and the

last at 50 s. Each flow lasted for 60 s and receives about 1/count of flows of the bandwidth. The only

risk of congestion is the start of the first flow, because the available data rate is reduced by one

half. Figure 6.9 shows the measurement with non smoothed results. The prongs of the estimated

bandwidth are based on the kernel’s scheduler.
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Figure 6.9: Measurement results with three cross-traffic flows, without congestion
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Cross-traffic test 3: The third cross-traffic test will lead to congestion. Therefore, two cross-

traffic flows with CBR will be generated after 9th second for 10 seconds. This will lead to

an decrease of the data rate of approximately 66%. Due to this congestion, the server notifies

the client via the safeguard channel. The received values of tsleep of the safeguard packets are

displayed in the lower part of Figure 6.10. Theoretically the sleep time based on the 10th chirp is

equal 2 seconds (tsleep
10 = 2), because the available data rate is divided by 1 : 2. In practice, there

is an inaccuracy due to start time of the cross-traffic. Therefore the first time to sleep is about

1.6seconds. As can be seen, this value is corrected due to negative feedback. This feedback is

based on the fact that the congestion declines slower as anticipated. It is important to note, that

chirps can not be send once per second, when congestion occurs. The reason is, that tsleep has

influence on the sending time of the next chirp. Therefore, the x-axis is not labeled with “Chirp

number (ID)” but with “Experiment duration (s)”.
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Figure 6.10: Measurement results with two cross-traffic flows and with congestion

Cross-traffic test 4: Last test with controlled cross-traffic will be done with several congestion

phases. It is excepted, that the new algorithm should adapt different phases of congestion due

to exact sleep times. Two flows will be generated at the same moment for same amount of

time. In this test both flows were generated for 0.5, 1, 2, . . . and 8 seconds, every time with a

5 second break except the first interval. Figure 6.11 shows the estimated data rate, cross traffic

and the values of tsleep due to SICD. As can be seen, several safeguard-packets are received. The

reason for multiple safeguard packets per congestion is the same as in Figure 6.10: tsleep does not

considers the duration of cross traffic and feedback is send. Additionally the sending rate of the
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Amy changes due to cross-traffic. It follows, that Amy calculates the available data rate suitable.

Peaks below 33% are related to the routers fifo queue. An evaluation of delays will be done in a

more complex case in the next section.
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Figure 6.11: Measurement results with two cross-traffic flows and several congestion periods

6.1.5.4 Measurement with Random Traffic

The last measurements in the testbed will be done with random traffic. Actual Ethernet traffic is

self-similar and bursty (see [LTWW93]), but non of the traffic generators, mentioned in Section

6.1.2, are able to generate this kind of traffic. In view of the mentioned traffic generators, D-ITG

is able to generate UDP flows with various inter-departure times, but none of the generated flows

is bursty or self-similar. Therefore, Brute was used again simulating constant bit flows. Figure

6.12 shows a measurement with one random cross-traffic flow, whereby there were two random

flows for the measurement in Figure 6.13. The cross traffic was generated for the client’s upload,

therefore the download link was not influenced. The red line of denotes bandwidth minus cross

traffic, whereby the cross traffic was measured with ifstat and a resolution of ten measurements

per second, whereby nothing below of the channel distribution is plotted. The properties of

the random flows were generated with a random number generator10, which used the Mersenne

10See http://rechneronline.de/zufallszahlen/withMersenneTwister.
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Twister (see [MN98]). With this generator numbers for the duration, packet rate and size were

generated, whereby:

• Duration is in an interval of 0.0 to 5.0, rounded to the first decimal place. Thus the times are

big enough, so that the maximal available bandwidth can be estimated and small enough,

so that the changes of the cross traffic influences the measurement.

• Packet rate is in an interval of 100 to 1000, rounded off to to the powers of hundred.

Thereby the range is between the maximal packet rate of the RMF (see Section 6.1.4.3)

and a lower limit.

• Packet size is in an interval of 200 to 1500, rounded off to to the powers of hundred. Thus

the size is from the interval of twice the minimal packet size and maximal transfer unit in

Ethernet.
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Figure 6.12: Measurement results with one random cross-traffic flow

In Figure 6.12 can be seen, that the maximal generated cross traffic cannot exceed the limit of

50 % channel distribution, because only one flow was generated. Therefore, the biggest drop of

the available data rate only can be up to 50 % of the recently estimated data rate and that is why

no congestion occurs. As shown in Figure 6.12, the current data rate was estimated satisfactorily.

However, the estimation only is a approximation, which can be seen at 90th seconds. There

the cross traffic is like a step function, but the data rate estimates a bent line. This is based on

cross-traffic, which changes during the chirps. Thus fast and short changes in the cross traffic or

available data rate cannot be noted. This is important because for example in UMTS a radio-frame

only has a length of 10ms.

Figure 6.13a displays two measurements, each with two random flows, which have the same

properties as the flow in Figure 6.12. Therefore the influences of the cross-traffic flows are much

stronger. The first measurement (green line) used the safeguard channel with the new SICD
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Figure 6.13: Measurement results and delays with two random cross-traffic flows

and the second measurement (orange line) does not. The differences of both lines is based on

congestion. Without SICD the terminal sends chirps without noticing congestion. Therefore

congestion can not be reduced and time stamps are delayed. This harms the estimation of the

data rate and makes the difference in the data rates. The offset in time is based on the sleep

times, when SICD is used. Figure 6.13a is divided in two parts. The upper part follows the same

structure as Figure 6.11. Second part shows the sleep times of the client. As can be seen based
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6.1 Measurements with Laboratory Conditions

on the sleep times, congestion occurred after 5 s, 23 s, 36 s, 52 s, and 109 s. As result, the results

with SICD are softer and got less peaks. Especially the data rate in the first phase of congestion

(around 5 s) could be estimated better with SICD. For a better comparison Figure 6.13b shows the

inter-chirp gap times and backbone delays of the first packet in every chirp. While the non SICD

measurement shows clear signs of chirps send back-to-back to each other (increasing backbone

delay), the gap time of Formula 5.11 respectively 5.12 holds for the SICD algorithm. Signs for

congestions in this figure are zero or almost zero inter-chirp gaps and increasing backbone delays

due to the congestion in routers FIFO queues. As a result all measured chirp delays are valid for

the SICD measurement. Unfortunately the backbone delay of the first packets of each chirp is

higher, when SICD is used. This is due toe the calculations of SICD, which influence the setting

of receive time stamps set by the RMF.

Backbone delays and inter-chirp gap times for Figure 6.13 are shown in Figure 6.14 as cumulative

distribution functions (CDF). The left CDF shows gap times, middle plot is detail of the gap times

and the right CDF shows the backbone delays of the first packet of the chirps, whereby the xrange

is limited to 30 ms.s The delay in transmission is not interesting, because the only the backbone

is influenced by congestion in this measurement. The blue line denotes the aim of a 500 ms gap

for non congested chirps, which is reached by approximately 20 respectively 30 to 60 % of the

chirps. Gap times are less close to zero with congestion detection respectively the smallest gap

has size of 55 ms, which is equals the last non congested gap time (see Formula 5.11 and 5.12). It

is becoming clear, that SICD is a good improvement for the measurement in Figure 6.13 and the

RMF. Of course the algorithm was tested in an environment with data rates, which changed after

a time of of 10 to 100 ms, but due to the resolution of 1 Hz, the results were scarcely surprising.
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6.2 Real Life Measurements using Mobile Cellular Networks

Real life measurements were conducted using a mobile client and a stationary server. The mea-

surement server was placed in the housing area of the Heinrich-Heine University’s data center

and had access to gigabit Ethernet. The NTP settings used for time synchronization and cron job

for saving statistics are shown in Listings C.6 and C.8. The technical data of client and server is

listed Table 6.8. The server has two gigabit network interfaces using public IP addresses in the

same subnet. Therefore, source-based routing is used. All scripts are listed in Appendix C.4.

Server Alix-Board

Processor 2 × Intel Xeon CPU 5160 AMD Geode LX800 CPU
Cores 2×2 1
Frequency 3.0 GHz 500 MHz
Main Memory 8 GB 256 MB

Network Interfaces 2 × 10/100/1000 Mbps
Sierra Wireless Air Prime MC8790
Huawei UMTS Stick

Operating System Debian 7.0 Ubuntu 14.04
RMF Version 58868 58868

Table 6.8: Technical data for the server and mobile node

The mobile client uses an Alix-board as its basis. While these boards are build for mobile use,

they lack computational power. Table 6.8 shows the hardware, whereby during measurements

CPU load is between 30 % and 45 % and RAM usage is approximately up to 100 MByte. As

mention in Section 4.3 gpsd and NTP were used for time synchronization. Therefore, the gpsd

configuration of the board can be seen in Listing C.5. Listing C.7 contains the NTP settings of

the Alix-board. The UMTS-login was done with wvdial (see [Fre14]), whereby the scripts can be

seen in Appendix C.1.

In the following two types of measurements under real conditions are done: Firstly, Section 6.2.2

describes measurements with a stationary client. Secondly, the measurement algorithm is tested

with a moving client. The results are shown in Section 6.2.3. Input parameters of client and

server are shown in Tabular 6.9, whereby $1 is the experiment duration in seconds, $2 denotes

IP address used for the measurement- as well as control-channel and $3 is the IP address used

for the safeguard-channel. Due to purposes of security the first three octets of the IP address are

denoted as x.y.z.
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6.2 Real Life Measurements using Mobile Cellular Networks

Server -l 1 -P 1 -a 1 -G 1 -L 1 -r server -sc eth0 -sm eth0 -ss eth1

Client
-t $1 -l 1 -P 2 -M algo -a 1 -G 1 -L 1 -m both -g on -mT_cs 1 -mT_gc 1
-mT_gcl 1 -mT_sc /dev/ttyS4 -r client -F alix3 -CC $2 -CM $2 -CS $3
-SC x.y.z.228 -SM x.y.z.228 -SS x.y.z.229

Table 6.9: Parameters for the server and client for real life measurements

6.2.1 Analyzing Data with KML-Files

To analyze measurement data, a KML-generator11 (keyhole markup language) was written. Fig-

ure 6.15 shows a measurement drive in Google Earth12. As can be seen on the left rectangle,

marked by “1.”, different files are available. Files with the suffixes “path_down.kml”, “path_up.kml”

contain the measurement ride divided in down- and uplink. The legend for the paths can be seen

Figure 6.15: Example of a measurement ride in Google Earth

in Figure 6.15. The “places.kml”-files contain the measurement points themselves. These points

are GPS-data, linked with the nearest send chirp. The second rectangle displays information

about one trace point. As can be seen, the GPS-dates and data rates are saved as the description

of the point. The third rectangle, marked by “3.”, shows one example point of the measurement.

The KML-generator was written in Python. As input data it expects the folder, client name and

maximum downstream and upstream data rates.

11See https://developers.google.com/kml/.
12See http://www.google.com/earth/.
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6.2.2 Mobile cellular network measurement using a stationary client

To test the robustness of the new measurement algorithm, the algorithm was tested with a fixed

position. The client, UMTS-antenna and GPS-mouse were placed behind a window at the Hein-

rich-Heine-University. Antenna and GPS-mouse had a clear view of the sky at a 70 degree angle

measured from the ground. Control- and measurement-channel were connected to the mobile

cellular network of the provider O2, whereby the safeguard-channels UMTS modem used the

mobile cellular network of Deutsche Telekom.
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Figure 6.16: Data rates of the client at October 29th

Figures 6.16, 6.17 and 6.18 show various data from a measurements done at October 29th at

11:15pm and 11:17pm for a duration of 60 seconds. Measuring without congestion detection was

done at 11:15pm (Figure 6.16a and 6.17), whereby the measurement with detection was done at

11:17pm (Figure 6.16b and 6.18). As can be seen, the estimated data rate is smoother when the

new congestion detector is used. This is based on the sleep times, which have influence on the

sending time of the chirps. Due to less congestion, less packets are congested and the time stamps

are not falsified.

The most important reason for the SICD were wrong delay measurements. The positive effects

of SICD are clearly visible when comparing Figure 6.17, showing the delays and gap times of the

measurement without SICD, and Figure 6.18, showing the delays with SICD. Here “Bb delay”

is short for backbone delay. As shown in Figure 6.16, the data rates are smoother and have less

peaks with congestion detection. As can be seen in Figure 6.17, delays of the first packets of a

chirp are increased due to starting in a SIC. However the inter-chirp gap time is in between 0.5 s

and 1 s. The blue line shows the aim of a 500 ms gap. On the basis of loss, the aim of a 500 ms
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Figure 6.17: Delays and gap times of the measurement at October 29th, 11:15pm, without SICD
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Figure 6.18: Delays and gap times of the measurement at at October 29th, 11:17pm, with SICD
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inter-chirp gap could not hold. Unfortunately the tails of the chirps were lost, thus the gaps are

increasing. For example, if the the last 50 % of the chirp are lost, the gap will increase up to

75 %. As can be seen, this phenomenon holds for both measurements and can be verified with

the logfiles.

With SICD used, the delays are increasing to more than 2 seconds. Normally, this should never

happen, but the data reveals lost chirps at these times. If a chirp gets lost, the gap time increases

by one second. As can be seen, the difference of the delay of transmission is greater in the down-

than in the upload of the client, with the exception of 47th second. There the gap time is greater

than the 3 seconds, because the server had an error calculating his sleep time. This bug was fixed

later in combination of the feedback mechanism. However, the delay in transmission is not based

on an error due to the terminals, but due to congestion in the network of the provider.

The difference of delays between the up- and download could not be reproduced in every mea-

surement which was done in the scope of this thesis. Thus, these fluctuations are due to the

assumption that the mobile cellular network is seen as a black box and no information about this

box is available for the measurements. For a better representation of the delays, backbone delay

and delay of transmission of Figure 6.16 are shown as boxplots in Figure 6.19.
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Figure 6.19: Delay and backbone delays of the client at October 29th

In the measurement shown in Figure 6.18, only 57 chirps on the clients downlink and 48 on the

clients uplink has been transmitted. Due to the small count of send chirps, the boxplots for the

measurement in Figure 6.19 are far from reality, but the improvement by SICD is already visible.

Due to the small experiment duration new measurements were conducted at October 30th. They

lasted 10 minutes and are shown in Figure 6.20. Two measurements were done without SICD

(04:10am and 04:55am), while the other two measurements were done with congestion detection

at 04:25am and 05:15am. The client was at the same place as in the previous measurement. The

experiments were conducted early in the morning to minimize influences of other users. As can
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6.2 Real Life Measurements using Mobile Cellular Networks

be seen in Figure 6.20, the range of the box is smaller with SICD used. Whiskers of the boxplots

expand from the ends of the box to the most distant point whose delay-value lies within 1.5 times

the interquartile range.
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Figure 6.20: Delay of the first packet in chirps of the client at October 31th

6.2.3 Mobile cellular network measurement using a moving client

Measurement rides in this section, were performed on November 4th from 10:15 pm until 11:25

pm in a suburban of Dusseldorf. At this time, few people were around and as a result influ-

ences are higher than in the measurements with stationary client at 04:10am at the data center

(see Section 6.2.2). The measurements were conducted in the evening, because at this time the

repeatability is easier to maintain. The route of the measurement ride can be seen in Figure 6.21,

whereby the area of the orange rectangle was particularly conspicuous. It takes approximately 10

minutes to traverse the shown measurement route.

During the measurement ride, the GPS-receiver and the mobile cellular antenna have been placed

on top of a car. The UMTS stick was placed directly behind the front pane. The same network

as in Section 6.2.2 was used, with just one difference, the connection between a laptop and the

server was also hosted by Deutsche Telekom. All channels were hosted by the same providers as

in Section 6.2.2. A second connection has been provided by Telekom for watching the status of

the server. For this the status messages of the server were disable, so that packets were only send

on termination of the RMF. Therefore the extra load on the safeguard channel was very low.

Figure 6.22 displays available data rate and loss rate for this measurement ride. As can be seen,

there is higher loss in the download than in the upload. This is due to the air interface. Down-
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Figure 6.21: Route of the measurement drive shown in Google Earth

streams are centralized managed by the BSC respectively RNC, therefore the overlappings are

low. However the upload is divided amongst the terminals and therefore collisions and packet

loss arises. However, the uplink has loss of up to 70 %, which is almost unchanged and based on

UDP. Additionally the gaps between 150 and 170, 200 and 250 as well as 295 and 315 seconds

are obvious. These congestions respectively loss of 100 % happened in the near of the most right

part of the red line in Figure 6.21, marked by an orange rectangle. This could be watched in

different measurements at this point. Probably there is a handover. As can be seen in Figure 6.22,

the data rate is falling shortly before the loss of 100 % occurs. This is detected by SICD and the

effects of loss are reduced.
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Figure 6.22: Values for the measurement ride on November 4th, 10:55pm without SICD

Figures 6.23 and 6.24 present the delays in transmission as well as the inter-chirp gap times of the

same measurement. Every plot of the tripartite figures has a different resolution of the horizontal

axis. Additionally the last plot of both figures has a different resolution of the vertical axis. As

can be seen, only a few packets have got a delay greater as 5 s. With SICD used, no packet has a
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delay greater than 5 s. In the last plot of Figure 6.23 gaps with values close to zero can be seen.

This phenomenon only occurs, when chirps are received back-to-back and so congestion occurs.

This will be reduced with the measurement ride, which used SICD.
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Figure 6.23: CDF for delays of the measurement ride on November 4th, 10:55pm without SICD
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Figure 6.24: CDF for gaps of the measurement ride on November 4th, 10:55pm without SICD

A measurement ride using SICD has been concerned right after the non SICD ride, which in-

creases the significance and comparability of the results. Results of estimated data and loss rate

as well as the values of tsleep can be seen in Figure 6.25. Due to different road traffic, the mea-

surement is 30 seconds shorter than the first ride. It is obvious, that the three gaps are missing and

loss declines. However, data rate in the clients’ upload has got peaks. These peaks are based on

congestions, where the complete chirp is congested in the cellular network. This overestimation

is possible, when the chirp is congested on a fast link in the network, so that the inter-packet gaps

will be reduced. Therefore the packets are theoretically received faster as possible, because for

the calculation of the data rate only the receive time stamps are used. Based on the third plot

of Figure 6.25, phases with congestions can be detected. Interesting is the small gap at 250th

second. This place is the same as the huge gap in Figure 6.22, but now the chirps are not lost due

to the detection of congestion. Thereby the terminal concerned stops sending chirps and received

a more accurate data rate by the other terminal.
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Figure 6.25: Values for the measurement ride on November 4th, 11:05pm, with SICD

Figures 6.26 and 6.27 display CDFs for a measuring at 11:05pm . Arrangement of the plots stays

the same as in the previous figures of CDFs. Very important is, that the delays are a lot smaller.

Here no packet has a delay greater than 5 s. As can be seen count of gaps with values close to

zero are decreased. This can be seen in the second and third plot of Figure 6.27. Especially the

download is improved. In conclusion, it can be claimed that the self-induced congestion detector

reduced the gaps with values close to zero and therefore congestion.
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Figure 6.26: CDF for delays of the measurement ride on November 4th, 11:05pm, with SICD

Final Table 6.10 is about statistics on different measurement done in this thesis. Due to lack of

space only recent measurements are listed. The columns “chirps rcvd.” as well as “congestions”

are divided into the count for the client on the left side and number of the server on the right

side. The column of ||tgap < 50ms|| is divided the vice versa. For example: On November 2th,

at 5:00am, an measurement without SICD while moving lasted 297 seconds, whereby the client

send 297 chirps and the server 296 chirps. Thereby was one gap in the servers downloads smaller
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Figure 6.27: CDF for gaps of the measurement ride on November 4th, 11:05pm, with SICD

50 milliseconds. Measurements with stationary client have been done at the authors place or

at the data center of the Heinrich-Heine-University. The measurement setup was mentioned in

Section 6.2.2. The route of the measurement ride can be seen in Figure 6.21: As can be seen in

this statistics, count of tgap < 50ms is not always smaller with use of SICD. This is based on loss

phases without SICD, because when no chirp is received, there is no small gap and therefore no

congestions; Like in Figure 6.22. Additionally the influences of other users are smaller in the

morning than in the evening.
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Date Duration Rcvd. chirps ||tgap < 50ms|| SICD? Moving? RMF v.

October 31th

04:10am 600 600 / 600 0 / 1 7 7 58842
04:25am 600 600 / 600 0 / 0 3 7 58842
04:55am 600 600 / 600 2 / 6 7 7 58842
05:15am 600 600 / 600 1 / 5 3 7 58842

November 1th

06:50pm 300 300 / 300 0 / 2 7 7 58842
07:00pm 300 300 / 300 0 / 2 3 7 58842
08:15pm 300 300 / 300 1 / 1 7 7 58842
08:25pm 300 300 / 300 1 / 4 3 7 58842

November 2th

05:00am 297 297 / 296 0 / 1 7 3 58842
05:05am 219 279 / 279 2 / 3 7 3 58842
05:10am 197 121 / 130 2 / 0 3 3 58842
05:20am 247 168 / 154 5 / 4 3 3 58842
05:25am 239 169 / 131 5 / 2 3 3 58842
05:30am 228 125 / 127 5 / 5 3 3 58842
05:35am 203 126 / 119 5 / 4 3 3 58842
05:40am 240 164 / 145 10 / 3 3 3 58842
05:45am 225 153 / 122 11 / 4 3 3 58842
05:50am 252 147 / 140 4 / 2 3 3 58842

November 3th

10:00pm 600 600 / 600 293 / 0 7 7 58865
10:25pm 600 590 / 590 0 / 1 7 7 58865

November 4th

10:10am 600 528 / 331 3 / 0 7 3 58868
10:15pm 676 655 / 656 25 / 12 7 3 58868
10:25pm 675 377 / 368 44 / 26 3 3 58868
10:35pm 554 532 / 531 20 / 8 7 3 58868
10:45pm 533 402 / 371 24 / 22 3 3 58868
10:55pm 647 603 / 566 24 / 5 7 3 58868
10:05pm 646 330 / 357 23 / 7 3 3 58868
10:15pm 580 563 / 570 11 / 1 7 3 58868
10:25pm 578 387 / 387 15 / 15 3 3 58868

Table 6.10: Statistics on different measurement in real life
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Summary and Outlook

7.1 Summary

A novel measurement algorithm for logging data rate, drop rate and latency was introduced in this

thesis. Therefore various improvements on the RMF were done. In addition models for handling

congestion were developed. Inter-chirp congestion can be detected after the first received packet

of a chirp or at within a chirp. After congestion is detected, the start time for the next chirp is

calculated and send to the other terminal. This terminal will stop sending for the given time, if

it does not receives a more recent sleep time. If this time changes due to calculations, intelligent

feedback is given. This means, that only necessary values will be send, so congestion on the

safeguard channel will be avoided.

Every improvement was tested under laboratory conditions as well as in real situation. For the

testbed, evaluations of the most recommended cross-traffic generators were done. Measurement

in the testbed have shown shown, that the algorithm can cope with handovers and fallbacks. Un-

fortunately fast changes in data rates can not be recognized due to measurement with an interval

of 1 Hz. Real life measurements using mobile cellular networks have been conducted with sta-

tionary clients as well as with moving clients. For both scenarios comparative measurement with

and without SICD were conducted. Measurements with fixed position have shown, that there are

fewer outlieres and the estimated data rate is smoother in contrast to a measurement without SICD

used. Measurements while moving have shown, that the amount of chirps send back-to-back can

be decreased with the new measurement algorithm. Additionally the high dispersion of the val-

ues is decreased and the estimated data rate is smoother, too. Therefore table 6.10 gives a short

survey over the amount of measurements done. Summarized it has been shown, that congestion

and delays arising from this self-induced inter-chirp congestion can be reduced to a minimum.
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7.2 Outlook

The novel measurement algorithm could be enhanced with a database. All measured values can

be stored position based data. Thus the algorithm notes places, where self-induced inter-chirp

congestion can occur. Therefore, the algorithm will be self-learning and maybe it can cope with

changing network characteristics better.

A second improvement is the compatibility with an Android™ smartphone. In an previous bach-

elors’ thesis the RMF was already transferred for Android with the help of the Android™ NDK13

(see [Olf13]). The same could be done with the new classes and new measurement algorithm.

Therefore dual-SIM and a PPS-signal because time synchronization with cellular networks does

not work fine. Additionally a custom Android-system has to be available on the smartphone, so

that there are two routes for sending data packets. Currently there are smartphones with Dual-

SIMs but from these just one SIM can be active.

The third improvement is a research of the effects of loss for the measurement. As already seen in

Section 6.2.2 loss has a negative effect on for example the gap times. Therefore, the measurement

algorithm already is able to send safeguard-packets due to high loss on measurements, but no

handling for this case was developed due to time.

Last but not least parallel measurement have to be done. Obviously there are many terminals in

one mobile cell and every terminal has got different connection properties as well as different

hardware. Therefore, the terminals influence each others connections. These should be consid-

ered for measurements in and simulations of mobile cellular networks.

13See https://developer.android.com/tools/sdk/ndk/index.html.
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Appendix A

Testbed

This chapter contains results from measurements in the network out of Figure 6.1, thus the names

Amy, Bender and Farnsworth are referring to the same network. Section A.1 contains result out

of the maximal data rate measurement in the laboratory. Section A.2 deals with packet loss, when

traffic is shaped. The third section lists a abbreviated tcpdump of one cross-traffic flow. The last

Section A.3 lists scripts, which were used in the laboratory.

A.1 Maximal data rate

Iperf was used, for calculating the maximal available data rate on different parts of the network,

which was used for experiments.

Amy acts as client, therefore Iperf needs the IP of the server as well as the parameter for client
mode. Additionally, the time and a parameter for duplex measurement are set.

1 prakt ika@amy : ~ / k r a u t h o f f $ i p e r f −c 1 9 2 . 1 6 8 . 2 . 2 − t 60 −d
2 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 S e r v e r l i s t e n i n g on TCP p o r t 5001
4 TCP window s i z e : 8 5 . 3 KByte ( d e f a u l t )
5 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
6 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
7 C l i e n t c o n n e c t i n g t o 1 9 2 . 1 6 8 . 2 . 2 , TCP p o r t 5001
8 TCP window s i z e : 6 5 . 7 KByte ( d e f a u l t )
9 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

10 [ 5 ] l o c a l 1 9 2 . 1 6 8 . 1 . 2 p o r t 45942 c o n n e c t e d wi th 1 9 2 . 1 6 8 . 2 . 2 p o r t 5001
11 [ 4 ] l o c a l 1 9 2 . 1 6 8 . 1 . 2 p o r t 5001 c o n n e c t e d wi th 1 9 2 . 1 6 8 . 2 . 2 p o r t 38330
12 [ ID ] I n t e r v a l T r a n s f e r Bandwidth
13 [ 5 ] 0.0−60.9 s e c 6 8 . 0 MBytes 9 . 3 7 Mbi ts / s e c
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14 [ 4 ] 0.0−62.0 s e c 6 6 . 9 MBytes 9 . 0 5 Mbi ts / s e c

Listing A.1: Measuring bandwith between Amy and Fry: client side

Fry acts as server, therefore Iperf is running as server, no more parameters needed.

1 p r a k t i k a @ f r y : ~ $ i p e r f −s
2 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 S e r v e r l i s t e n i n g on TCP p o r t 5001
4 TCP window s i z e : 8 5 . 3 KByte ( d e f a u l t )
5 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
6 [ 4 ] l o c a l 1 9 2 . 1 6 8 . 2 . 2 p o r t 5001 c o n n e c t e d wi th 1 9 2 . 1 6 8 . 1 . 2 p o r t 45942
7 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8 C l i e n t c o n n e c t i n g t o 1 9 2 . 1 6 8 . 1 . 2 , TCP p o r t 5001
9 TCP window s i z e : 2 3 . 5 KByte ( d e f a u l t )

10 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
11 [ 6 ] l o c a l 1 9 2 . 1 6 8 . 2 . 2 p o r t 38330 c o n n e c t e d wi th 1 9 2 . 1 6 8 . 1 . 2 p o r t 5001
12 [ ID ] I n t e r v a l T r a n s f e r Bandwidth
13 [ 6 ] 0.0−60.7 s e c 6 6 . 9 MBytes 9 . 2 4 Mbi ts / s e c
14 [ 4 ] 0.0−62.4 s e c 6 8 . 0 MBytes 9 . 1 5 Mbi ts / s e c

Listing A.2: Measuring bandwith between Amy and Fry: server side

A.2 Packet Loss while using Wondershaper

Wondershaper (see [Hub14b]) is a tool for shaping network traffic, but unfortunately packets will

be dropped. Therefore, Farnsworth interfaces were shaped to 2000 kilobyte with the command

“sudo wondershaper eth0 2000 2000 && sudo wondershaper eth1 2000 2000”. After this the

route between Amy and Fry was measured with Iperf. The Amy’s results are shown in Listing

A.3 and Fry’s results are shown in Listing A.4. The measurements shows, that the loss rate rises

up to 80%. Amy acts as client, therefore Iperf needs the IP of the server as well as the parameter

for client mode. Fry acts as server, therefore Iperf is running as server, no more parameters

needed.

Additionally, the time, a parameter for duplex measurement and a parameter for the available

data rate are set.

1 prakt ika@amy : ~ / k r a u t h o f f $ i p e r f −c 1 9 2 . 1 6 8 . 2 . 2 − t 60 −d −b 10000K
2 WARNING: o p t i o n −b i m p l i e s udp t e s t i n g
3 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
4 S e r v e r l i s t e n i n g on UDP p o r t 5001
5 R e c e i v i n g 1470 b y t e d a t a g r a m s
6 UDP b u f f e r s i z e : 224 KByte ( d e f a u l t )
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7 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
9 C l i e n t c o n n e c t i n g t o 1 9 2 . 1 6 8 . 2 . 2 , UDP p o r t 5001

10 Sending 1470 b y t e d a t a g r a m s
11 UDP b u f f e r s i z e : 224 KByte ( d e f a u l t )
12 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
13 [ 5 ] l o c a l 1 9 2 . 1 6 8 . 1 . 2 p o r t 49400 c o n n e c t e d wi th 1 9 2 . 1 6 8 . 2 . 2 p o r t 5001
14 [ 3 ] l o c a l 1 9 2 . 1 6 8 . 1 . 2 p o r t 5001 c o n n e c t e d wi th 1 9 2 . 1 6 8 . 2 . 2 p o r t 45416
15 [ ID ] I n t e r v a l T r a n s f e r Bandwidth
16 [ 5 ] 0.0−60.0 s e c 6 8 . 6 MBytes 9 . 5 9 Mbi ts / s e c
17 [ 5 ] Sen t 48931 d a t a g r a m s
18 [ 5 ] S e r v e r Re po r t :
19 [ 5 ] 0.0−60.3 s e c 1 4 . 0 MBytes 1 . 9 5 Mbi ts / s e c 9 .925 ms 38929/48929 (80%)
20 [ 5 ] 0.0−60.3 s e c 3 d a t a g r a m s r e c e i v e d out−of−o r d e r
21 [ 3 ] 0.0−60.3 s e c 1 4 . 0 MBytes 1 . 9 5 Mbi ts / s e c 9 .377 ms 38930/48930 (80%)
22 [ 3 ] 0.0−60.3 s e c 2 d a t a g r a m s r e c e i v e d out−of−o r d e r

Listing A.3: Measuring bandwith between Amy and Fry with shaped router: client side

1 p r a k t i k a @ f r y : ~ / k r a u t h o f f $ i p e r f −s −u
2 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 S e r v e r l i s t e n i n g on UDP p o r t 5001
4 R e c e i v i n g 1470 b y t e d a t a g r a m s
5 UDP b u f f e r s i z e : 224 KByte ( d e f a u l t )
6 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
7 [ 3 ] l o c a l 1 9 2 . 1 6 8 . 2 . 2 p o r t 5001 c o n n e c t e d wi th 1 9 2 . 1 6 8 . 1 . 2 p o r t 49400
8 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
9 C l i e n t c o n n e c t i n g t o 1 9 2 . 1 6 8 . 1 . 2 , UDP p o r t 5001

10 Sending 1470 b y t e d a t a g r a m s
11 UDP b u f f e r s i z e : 224 KByte ( d e f a u l t )
12 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
13 [ 5 ] l o c a l 1 9 2 . 1 6 8 . 2 . 2 p o r t 45416 c o n n e c t e d wi th 1 9 2 . 1 6 8 . 1 . 2 p o r t 5001
14 [ ID ] I n t e r v a l T r a n s f e r Bandwidth
15 [ 5 ] 0.0−60.0 s e c 6 8 . 6 MBytes 9 . 5 9 Mbi ts / s e c
16 [ 5 ] Sen t 48931 d a t a g r a m s
17 [ 3 ] 0.0−60.3 s e c 1 4 . 0 MBytes 1 . 9 5 Mbi ts / s e c 9 .925 ms 38929/48929 (80%)
18 [ 3 ] 0.0−60.3 s e c 3 d a t a g r a m s r e c e i v e d out−of−o r d e r
19 [ 5 ] S e r v e r Re po r t :
20 [ 5 ] 0.0−60.3 s e c 1 4 . 0 MBytes 1 . 9 5 Mbi ts / s e c 9 .377 ms 38930/48930 (80%)
21 [ 5 ] 0.0−60.3 s e c 2 d a t a g r a m s r e c e i v e d out−of−o r d e r

Listing A.4: Measuring bandwith between Amy and Fry with shaped router: server side
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A.3 Scripts

The following subsection contains different script for setting the CPU frequency and generating

cross traffic with different generators.

A.3.1 CPU Frequency

Some generators (for example Brute) are using the built-in time stamp counter register of the CPU

for best temporal accuracy. Therefore, the CPU has to run in performance mode with maximum

frequency. So the tool cpufreq-utils was used to set the frequency and governor. The script

for cpufreq-utils is listed in Listing A.5. With the command etc/init.d/cpufrequtils

reload the script will be used.

1 ENABLE=" t r u e "
2 GOVERNOR=" p e r f o r m a n c e "
3 MAX_SPEED=3100000
4 MIN_SPEED=3100000

Listing A.5: /etc/default/cpufrequtils

A.3.2 Cross-Traffic

Listing A.6, A.7 and A.8 contain the scripts for generating cross traffic with Brute, D-ITG and

Iperf. Brute was started with the command sudo taskset -c 3 brute -f traffic.evaluate

-d 00:1b:21:9d:50:5f -s e0:69:95:35:e2:c3 -ifin=eth1 -ifout=eth2 the

traffic generator can be started, whereby 3 denotes a CPU for pinning the task and traffic.evaluate

a script for the cross traffic. D-ITG and Iperf were started with the commands listed below.

The parameters d and s denotes the destination- and source-MAC-address. Everything else is
self-explanatory.

1 o f f msec =5000;
2 c b r msec =10000; r a t e =1000; daddr = 1 9 2 . 1 6 8 . 6 . 2 ; l e n =200; s a d d r = 1 9 2 . 1 6 8 . 5 . 2 ; ←↩

↪→ s p o r t =9000; d p o r t =9001; t t l =5 ; t o s =8;
3 c b r msec =10000; r a t e =1000; daddr = 1 9 2 . 1 6 8 . 6 . 2 ; l e n =400; s a d d r = 1 9 2 . 1 6 8 . 5 . 2 ; ←↩

↪→ s p o r t =9000; d p o r t =9001; t t l =5 ; t o s =8;
4 c b r msec =10000; r a t e =1000; daddr = 1 9 2 . 1 6 8 . 6 . 2 ; l e n =600; s a d d r = 1 9 2 . 1 6 8 . 5 . 2 ; ←↩

↪→ s p o r t =9000; d p o r t =9001; t t l =5 ; t o s =8;
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5 c b r msec =10000; r a t e =1000; daddr = 1 9 2 . 1 6 8 . 6 . 2 ; l e n =800; s a d d r = 1 9 2 . 1 6 8 . 5 . 2 ; ←↩
↪→ s p o r t =9000; d p o r t =9001; t t l =5 ; t o s =8;

6 c b r msec =10000; r a t e =1000; daddr = 1 9 2 . 1 6 8 . 6 . 2 ; l e n =1000; s a d d r = 1 9 2 . 1 6 8 . 5 . 2 ; ←↩
↪→ s p o r t =9000; d p o r t =9001; t t l =5 ; t o s =8;

7 c b r msec =10000; r a t e =1000; daddr = 1 9 2 . 1 6 8 . 6 . 2 ; l e n =1200; s a d d r = 1 9 2 . 1 6 8 . 5 . 2 ; ←↩
↪→ s p o r t =9000; d p o r t =9001; t t l =5 ; t o s =8;

8 o f f msec =5000;

Listing A.6: Cross-traffic script for brute

In D-ITG -a denotes the destination, -c the frame rate per second, -C the packet length and -t the
time in milliseconds.

1 s l e e p 5
2 t a s k s e t −c 3 . / ITGSend −T UDP −a 1 9 2 . 1 6 8 . 6 . 2 −c 1000 −C 200 − t 10000
3 t a s k s e t −c 3 . / ITGSend −T UDP −a 1 9 2 . 1 6 8 . 6 . 2 −c 1000 −C 400 − t 10000
4 t a s k s e t −c 3 . / ITGSend −T UDP −a 1 9 2 . 1 6 8 . 6 . 2 −c 1000 −C 600 − t 10000
5 t a s k s e t −c 3 . / ITGSend −T UDP −a 1 9 2 . 1 6 8 . 6 . 2 −c 1000 −C 800 − t 10000
6 t a s k s e t −c 3 . / ITGSend −T UDP −a 1 9 2 . 1 6 8 . 6 . 2 −c 1000 −C 1000 − t 10000
7 t a s k s e t −c 3 . / ITGSend −T UDP −a 1 9 2 . 1 6 8 . 6 . 2 −c 1000 −C 1200 − t 10000
8 t a s k s e t −c 3 . / ITGSend −T UDP −a 1 9 2 . 1 6 8 . 6 . 2 −c 1000 −C 600 − t 10000
9 s l e e p 5

Listing A.7: Cross-traffic script for D-ITG

In Iperf -c denotes the destination, -t the time in seconds, -b the target bandwidth in bits per
second and -u stands for UDP.

1 s l e e p 5
2 t a s k s e t −c 3 i p e r f −c 1 9 2 . 1 6 8 . 6 . 2 − t 10 −b 1600K −u
3 t a s k s e t −c 3 i p e r f −c 1 9 2 . 1 6 8 . 6 . 2 − t 10 −b 3200K −u
4 t a s k s e t −c 3 i p e r f −c 1 9 2 . 1 6 8 . 6 . 2 − t 10 −b 4800K −u
5 t a s k s e t −c 3 i p e r f −c 1 9 2 . 1 6 8 . 6 . 2 − t 10 −b 6400K −u
6 t a s k s e t −c 3 i p e r f −c 1 9 2 . 1 6 8 . 6 . 2 − t 10 −b 8000K −u
7 t a s k s e t −c 3 i p e r f −c 1 9 2 . 1 6 8 . 6 . 2 − t 10 −b 9600K −u
8 t a s k s e t −c 3 i p e r f −c 1 9 2 . 1 6 8 . 6 . 2 − t 10 −b 4800K −u
9 s l e e p 5

Listing A.8: Cross-traffic script for IPerf
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Rate Measurement Framework v. 58894

B.1 Interfaces

Table B.1 contains all interfaces, which the developer has to implemented for creating a new

measurement method.

Function Description

initMeasurement()
Governs the flow of the measurement method, especially
the sending queue is filled.

dataFileWriter_measureSender() Processes data out of the logging-queue.
fastDataCalculator() A fast data rate calculation with the current packet.
dataFileWriter_measureReceiver() Processes data out of the receiving-queue.
set_loggingDone() Introduces the end.
ProcessSafeguardPacket() Process current safeguard packet.

Table B.1: RMF interfaces for a measurement algorithm

B.2 Parameters

Table B.2 and B.4 contain all parameters for the RMF, Table B.3 is about the settings for the server

and client, whereby the parameter -v and -h will display the versions number respectively the

help.
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Parameter Value Content

-a 0 | 1 Binding of process / Thread to CPU depending on system specs
-G 0 | 1 Activate performance scaling governor
-l 0 | 1 | 2 LogLevel
-L 0 | 1 Deactivate swapping of memory
-r client | server Node Role
-o folder Output folder for logfiles
-F Filename Filename of experiment without ending
-P 0 | 1 | 2 Process scheduling (default | round robin | fifo)
-Q Count Count of max elements per list (memory managment)
-R Count max read retry on socket
-W Count max write retry on socket
-T 0 | 1 | 2 | 3 Timing Method (0=Hpet, 1=getTimeOfDay, 2=own, 3=autoselect)

Table B.2: Local settings for the RMF

Parameter Value Content

-SC -CC IP Server / Client Control Channel Address
-SM -CM IP Server / Client Measurement Channel Address
-SS -CS IP Server / Client Safeguard Channel Address
-Sc -Cc PORT Server / Client Control Channel Port
-Sm -Cm PORT Server / Client Measurement Channel Port
-Ss -Cs PORT Server / Client Safeguard Channel Port
-sc -cc INTERFACE Server / Client Control Channel Interface
-sm -cm INTERFACE Server / Client Measurement Channel Interface
-ss -cs INTERFACE Server / Client Safeguard Channel Interface
-csg IP Client Safeguard Channel Gateway

Table B.3: Local settings for the server and client

Parameter Value Content

-M method Measurement method (basic, assolo, new, mobile, algo)
-m up, down, both Measured Link uplink downlink (clients view)
-t time Time duration (Sekunden)
-g on | off Safeguard Channel
-ip4 | -ip6 IP Protocoll Version

Table B.4: Global settings for the RMF
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Configuration Files

This chapter contains various configuration files for UMTS login, GPSD, NTP and for the Server.

C.1 UMTS Login

Wvdial was used to use of UMTS modems with the Alix Board. Therefore, different providers

were used, whereby scripts for Fonic, O2 and T-Mobile can be seen in Listings C.1, C.2 and

C.3. What should be noted is that the SIM cards for Fonic and O2 were put in the internal UMTS

modem and the T-Mobile-Card was plugged into an Huawei Technologies Co., Ltd. K3765 HSPA

stick. Every pin is blacked out with hashtags. Listing C.4 displays additional commands for a

general check, a signal check and the command to switch off the modem.

1 [ D i a l e r D e f a u l t s ]
2 I n i t 2 = ATQ0 V1 E1 S0=0 &C1 &D2 +FCLASS=0
3 ISDN = 0
4 I n i t 1 = ATZ
5 Modem = / dev / ttyUSB3
6 Baud = 38400
7

8 [ D i a l e r p i n ]
9 I n i t 3 = AT+CPIN=####

10

11 [ D i a l e r f o n i c ]
12 I n i t 5 = AT+CGDCONT=1 , " IP " , " p i n t e r n e t . interkomm . de " , " " , 0 , 0
13 Baud = 38400
14 Username= f o n i c
15 Password = f o n i c
16 D i a l Command = ATDT
17 C a r r i e r Check = No
18 Phone = *99#
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19 S t u p i d Mode = 1
20 New PPPD = yes

Listing C.1: Client: /etc/wvdial.fonic.conf

1 [ D i a l e r D e f a u l t s ]
2 I n i t 2 = ATQ0 V1 E1 S0=0 &C1 &D2 +FCLASS=0
3 ISDN = 0
4 I n i t 1 = ATZ
5 Modem = / dev / ttyUSB3
6 Baud = 38400
7

8 [ D i a l e r p i n ]
9 I n i t 3 = AT+CPIN=####

10

11 [ D i a l e r o2 ]
12 C a r r i e r Check = No
13 I n i t 5 = AT+CGDCONT=1 , " IP " , " i n t e r n e t . d e b i t e l " , " " , 0 , 0
14 Phone = *99#
15 New PPPD = yes
16 Username = none
17 D i a l Command = ATDT
18 S t u p i d Mode = 1
19 Password = none
20 Baud = 38400

Listing C.2: Client: /etc/wvdial.o2.conf

1 [ D i a l e r D e f a u l t s ]
2 I n i t 2 = ATQ0 V1 E1 S0=0 &C1 &D2 +FCLASS=0
3 Modem Type = USB Modem
4 ISDN = 0
5 I n i t 1 = ATZ
6 Modem = / dev / ttyUSB7
7 Baud = 960000
8

9 [ D i a l e r p i n ]
10 I n i t 2 = AT+CFUN=1
11 I n i t 3 = AT+CPIN=####
12

13 [ D i a l e r t m o b i l e ]
14 C a r r i e r Check = no
15 I n i t 5 = AT+CGDCONT=1 , " IP " , " i n t e r n e t . t−mobi le " , " "
16 I n i t 6 = AT+CSQ
17 Phone = *99#
18 New PPPD = yes
19 Username = t m o b i l e
20 D i a l Command = ATD
21 S t u p i d Mode = 1
22 Password = tm
23 D i a l A t t e m p t s = 1
24 a u t o dns = 0

Listing C.3: Client: /etc/wvdial.tmobile.conf
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1 [ D i a l e r s i g n a l ]
2 I n i t 1 = AT+CSQ
3 I n i t 2 = AT+COPS?
4

5 [ D i a l e r check ]
6 I n i t 1 = AT+CPIN?
7 I n i t 2 = AT+CFUN=?
8 I n i t 3 = AT+CFUN?
9

10 [ D i a l e r o f f ]
11 I n i t 1 = AT+CFUN=0

Listing C.4: Additional wvdial commands

C.2 gpsd configurations

The measurement client had to use GPS while measuring. Therefor gpsd was used, so Listing

C.5 displays the configuration for the used measurement hardware.

1 # D e f a u l t s e t t i n g s f o r gpsd .
2 # P l e a s e do n o t e d i t t h i s f i l e d i r e c t l y − use ‘ dpkg−r e c o n f i g u r e gpsd ’ t o
3 # change t h e o p t i o n s .
4 START_DAEMON=" t r u e "
5 GPSD_OPTIONS="−n −G −F −D 0 "
6 DEVICES=" / dev / t t y S 4 "
7 USBAUTO=" t r u e "
8 GPSD_SOCKET=" / v a r / run / gpsd . sock "

Listing C.5: Client: /etc/default/gpsd

C.3 NTP configurations

Correct time stamps are very important for data rate measurements, generally time synchroniza-

tion is very important for distributed system. Therefor the client used a GPS mouse for being

a stratum 1-server. The server used the NTP-server of the data center of the Heinrich-Heine-

University Dusseldorf. The servers configuration is listed in Listing C.6 and the clients configu-

ration in Listing C.7. Additionally, the NTP log files should be keep by the operation system, so

Listing C.8 describes the edited cron job.

1 # / e t c / n t p . con f , c o n f i g u r a t i o n f o r n tpd ; s e e n t p . c o n f ( 5 ) f o r h e l p
2 d r i f t f i l e / v a r / l i b / n t p / n t p . d r i f t
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3

4 # Enable t h i s i f you want s t a t i s t i c s t o be log ge d .
5 s t a t s d i r / v a r / l o g / n t p s t a t s /
6 s t a t i s t i c s l o o p s t a t s p e e r s t a t s c l o c k s t a t s
7 f i l e g e n l o o p s t a t s f i l e l o o p s t a t s t y p e day e n a b l e
8 f i l e g e n p e e r s t a t s f i l e p e e r s t a t s t y p e day e n a b l e
9 f i l e g e n c l o c k s t a t s f i l e c l o c k s t a t s t y p e day e n a b l e

10

11 # You do need t o t a l k t o an NTP s e r v e r or two ( or t h r e e ) .
12 s e r v e r t ime −1. r z . uni−d u e s s e l d o r f . de m i n p o l l 6 maxpol l 6 i b u r s t
13 s e r v e r t ime −2. r z . uni−d u e s s e l d o r f . de m i n p o l l 6 maxpol l 6 i b u r s t
14

15 # Ac ce s s c o n t r o l c o n f i g u r a t i o n ; s e e / u s r / s h a r e / doc / ntp−doc / h tm l / a c c o p t . h tm l
16 # f o r d e t a i l s . The web page migh t a l s o be h e l p f u l :
17 # < h t t p : / / s u p p o r t . n t p . org / b i n / v iew / S u p p o r t / A c c e s s R e s t r i c t i o n s >
18 #
19 # Note t h a t " r e s t r i c t " a p p l i e s t o bo th s e r v e r s and c l i e n t s , so a c o n f i g u r a t i o n
20 # t h a t migh t be i n t e n d e d t o b l o c k r e q u e s t s from c e r t a i n c l i e n t s c o u l d a l s o end
21 # up b l o c k i n g r e p l i e s from your own ups t ream s e r v e r s .
22

23 # By d e f a u l t , exchange t i m e w i t h everybody , b u t don ’ t a l l o w c o n f i g u r a t i o n .
24 r e s t r i c t −4 d e f a u l t kod n o t r a p nomodify no pe e r noquery
25 r e s t r i c t −6 d e f a u l t kod n o t r a p nomodify no pe e r noquery
26

27 # A l low s t h e u s e r s o f t h e s u b n e t 1 9 2 . 1 6 8 . 2 . 0 t o sync t o our s e r v e r
28 r e s t r i c t 1 9 2 . 1 6 8 . 2 . 0
29

30 # Loca l u s e r s may i n t e r r o g a t e t h e n t p s e r v e r more c l o s e l y .
31 # Nope , t h e y wont : # r e s t r i c t 1 2 7 . 0 . 0 . 1 # r e s t r i c t : : 1

Listing C.6: Server: /etc/ntp.conf

1 # / e t c / n t p . con f , c o n f i g u r a t i o n f o r n tpd ; s e e n t p . c o n f ( 5 ) f o r h e l p
2 d r i f t f i l e / v a r / l i b / n t p / n t p . d r i f t
3

4 # Enable t h i s i f you want s t a t i s t i c s t o be log ge d .
5 s t a t s d i r / v a r / l o g / n t p s t a t s /
6 s t a t i s t i c s l o o p s t a t s p e e r s t a t s c l o c k s t a t s
7 f i l e g e n l o o p s t a t s f i l e l o o p s t a t s t y p e day e n a b l e
8 f i l e g e n p e e r s t a t s f i l e p e e r s t a t s t y p e day e n a b l e
9 f i l e g e n c l o c k s t a t s f i l e c l o c k s t a t s t y p e day e n a b l e

10

11 # You do need t o t a l k t o an NTP s e r v e r or two ( or t h r e e ) .
12 s e r v e r 1 2 7 . 1 2 7 . 2 8 . 0 t r u e m i n p o l l 4 maxpol l 4
13 fudge 1 2 7 . 1 2 7 . 2 8 . 0 t ime1 0 .510 r e f i d GPS
14 s e r v e r 1 2 7 . 1 2 7 . 2 8 . 1 m i n p o l l 4 p r e f e r t r u e
15 fudge 1 2 7 . 1 2 7 . 2 8 . 1 r e f i d PPS
16

17 # Ac ce s s c o n t r o l c o n f i g u r a t i o n ; s e e / u s r / s h a r e / doc / ntp−doc / h tm l / a c c o p t . h tm l
18 # f o r d e t a i l s . The web page migh t a l s o be h e l p f u l :
19 # < h t t p : / / s u p p o r t . n t p . org / b i n / v iew / S u p p o r t / A c c e s s R e s t r i c t i o n s >
20 #
21 # Note t h a t " r e s t r i c t " a p p l i e s t o bo th s e r v e r s and c l i e n t s , so a c o n f i g u r a t i o n
22 # t h a t migh t be i n t e n d e d t o b l o c k r e q u e s t s from c e r t a i n c l i e n t s c o u l d a l s o end
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23 # up b l o c k i n g r e p l i e s from your own ups t ream s e r v e r s .
24

25 # By d e f a u l t , exchange t i m e w i t h everybody , b u t don ’ t a l l o w c o n f i g u r a t i o n .
26 r e s t r i c t −4 d e f a u l t kod n o t r a p nomodify no pe e r noquery
27 r e s t r i c t −6 d e f a u l t kod n o t r a p nomodify no pe e r noquery
28

29 # A l low s t h e u s e r s o f t h e s u b n e t 1 9 2 . 1 6 8 . 2 . 0 t o sync t o our s e r v e r
30 r e s t r i c t 1 9 2 . 1 6 8 . 2 . 0
31

32 # Loca l u s e r s may i n t e r r o g a t e t h e n t p s e r v e r more c l o s e l y .
33 r e s t r i c t 1 2 7 . 0 . 0 . 1
34 r e s t r i c t : : 1

Listing C.7: Client: /etc/ntp.conf

1 # ! / b i n / sh
2

3 # The d e f a u l t Debian n t p . c o n f e n a b l e s l o g g i n g o f v a r i o u s s t a t i s t i c s t o t h e
4 # / var / l o g / n t p s t a t s d i r e c t o r y . The daemon a u t o m a t i c a l l y changes t o a new
5 # d a t e s t a m p e d s e t o f f i l e s a t m idn igh t , so a l l we need t o do i s d e l e t e o l d
6 # ones , and compress t h e ones we ’ re k e e p i n g so d i s k usage i s c o n t r o l l e d .
7

8 s t a t s d i r =$ ( c a t / e t c / n t p . con f | g r ep −v ’^ # ’ | sed −n ’ s / s t a t s d i r \ ( [ ^ ] [ ^ ←↩
↪→ ] * \ ) / \ 1 / p ’ )

9

10 i f [ −n " $ s t a t s d i r " ] && [ −d " $ s t a t s d i r " ] ; t h e n
11 # o n l y keep a week ’ s d e p t h o f t h e s e
12 # nope , don ’ t d e l e t e i t
13 # f i n d " $ s t a t s d i r " − t y p e f −mtime +7 −exec rm { } \ ;
14

15 # compress w h a t e v e r i s l e f t t o save space
16 cd " $ s t a t s d i r "
17 l s l o o p s t a t s . ? ? ? ? ? ? ? ? p e e r s t a t s . ? ? ? ? ? ? ? ? > / dev / n u l l 2>&1
18 i f [ $ ? −eq 0 ] ; t h e n
19 # Note t h a t g z i p won ’ t compress t h e f i l e names t h a t
20 # are hard l i n k s t o t h e l i v e / c u r r e n t f i l e s , so t h i s
21 # c o m p r e s s e s y e s t e r d a y and p r e v i o u s , l e a v i n g t h e l i v e
22 # l o g a l o n e . We s u p r e s s t h e warn ings g z i p i s s u e s
23 # abou t n o t c o m p r e s s i n g t h e l i n k e d f i l e .
24 g z i p −−b e s t −−q u i e t l o o p s t a t s . ? ? ? ? ? ? ? ? p e e r s t a t s . ? ? ? ? ? ? ? ?
25 r e t u r n =$ ?
26 c a s e $ r e t u r n i n
27 2)
28 e x i t 0 # squash a l l warn ings
29 ; ;
30 *)
31 e x i t $ r e t u r n # b u t l e t r e a l e r r o r s t h r o u g h
32 ; ;
33 e s a c
34 f i
35 f i

Listing C.8: Server: /etc/cron.daily/ntp
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C.4 ARP-Reply’s and Source-Based-Routing

In this thesis the server had two IP-addresses in the same subnet. Due to purposes of security

and safety the first three octets of the IP address are denotes as x.y.z. Both addresses are in

same the subnet with the first 27 bit set. Now every interface has to answer for the right incoming

packets. Therefore, the ARP Reply’s on wrong devices had to be disabled first, so the kernel

parameters can be modified. All commands are listed in Listing C.9.

1 n e t . i pv4 . con f . e t h 0 . a r p _ f i l t e r =1
2 n e t . i pv4 . con f . e t h 0 . a r p _ i g n o r e =1
3 n e t . i pv4 . con f . e t h 0 . a rp_announce =2
4

5 n e t . i pv4 . con f . e t h 1 . a r p _ f i l t e r =1
6 n e t . i pv4 . con f . e t h 1 . a r p _ i g n o r e =1
7 n e t . i pv4 . con f . e t h 1 . a rp_announce =2

Listing C.9: Server: /etc/sysctl.conf

Additionally, both IP addresses are set as static parameter. The configuration of both devices can

be seen in Listing C.10.

1 a u t o l o
2 i f a c e l o i n e t l o o p b a c k
3

4 # The pr imary ne twork i n t e r f a c e
5 a u t o e t h 0
6 i f a c e e t h 0 i n e t s t a t i c
7 a d d r e s s x . y . z . 2 2 8
8 netmask 2 5 5 . 2 5 5 . 2 5 5 . 2 2 4
9 ne twork x . y . z . 2 2 4

10 b r o a d c a s t x . y . z . 2 5 5
11 gateway x . y . z . 2 2 5
12

13 a u t o e t h 1
14 i f a c e e t h 1 i n e t s t a t i c
15 a d d r e s s x . y . z . 2 2 9
16 netmask 2 5 5 . 2 5 5 . 2 5 5 . 2 2 4
17 ne twork x . y . z . 2 2 4
18 b r o a d c a s t x . y . z . 2 5 5
19 gateway x . y . z . 2 2 5

Listing C.10: Server: /etc/network/interfaces

Now source-based-routing has to be enabled. First there must be a IP table for every interface.

The content of /etc/iproute2/rt_tables is listed in Listing C.11. Afterwards the commands for

routing are set in the rc.local-file, see Listing C.12.
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1 1 e t h 0
2 2 e t h 1

Listing C.11: Server: /etc/iproute2/rt_tables

1 #add s o u r c e based r o u t i n g
2 i p r o u t e add d e f a u l t v i a x . y . z . 2 2 5 dev e t h 0 t a b l e e t h 0
3 i p r o u t e add x . y . z . 2 2 4 / 2 7 dev e t h 0 s r c x . y . z . 2 2 8 t a b l e e t h 0
4 i p r u l e add from x . y . z . 2 2 8 t a b l e e t h 0
5 i p r u l e add o i f e t h 0 t a b l e e t h 0
6

7 i p r o u t e add d e f a u l t v i a x . y . z . 2 2 5 dev e t h 1 t a b l e e t h 1
8 i p r o u t e add x . y . z . 2 2 4 / 2 7 dev e t h 1 s r c x . y . z . 2 2 9 t a b l e e t h 1
9 i p r u l e add from x . y . z . 2 2 9 t a b l e e t h 1

10 i p r u l e add o i f e t h 1 t a b l e e t h 1

Listing C.12: Server: /etc/rc.local

After a reboot, the command ip route show should display the output in Listing C.13, whereby

both tables are filled like the output in Listing C.14 for eth0 and Listing C.15 for eth1.

1 D ef in e t h e r o u t e s f o r t h e s e two t a b l e s :
2 d e f a u l t v i a x . y . z . 2 2 5 dev e t h 1
3 x . y . z . 2 2 4 / 2 7 dev e t h 0 p r o t o k e r n e l scope l i n k s r c x . y . z . 2 2 8
4 x . y . z . 2 2 4 / 2 7 dev e t h 1 p r o t o k e r n e l scope l i n k s r c x . y . z . 2 2 9

Listing C.13: Server: ip route show

Define the rules for when to use the new routing tables:

1 d e f a u l t v i a x . y . z . 2 2 5 dev e t h 0
2 x . y . z . 2 2 4 / 2 7 dev e t h 0 scope l i n k s r c x . y . z . 2 2 8

Listing C.14: Server: ip route show table eth0

1 d e f a u l t v i a x . y . z . 2 2 5 dev e t h 1
2 x . y . z . 2 2 4 / 2 7 dev e t h 1 scope l i n k s r c x . y . z . 2 2 9

Listing C.15: Server: ip route show table eth1
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Appendix D

Miscellaneous

The sections are about gpsd, gpspipe and ntpq data.

D.1 GPSD Data

Listing D.1 displays a snapshot of the data, which were shared by the GPS-daemon.

1 {" c l a s s " : " TPV" , " t a g " : "GGA" , " d e v i c e " : " / dev / t t y S 0 " , " mode " : 3 , ←↩
↪→" t ime ":"2014−07−15T06 : 5 8 : 1 5 . 0 0 0 Z " , " e p t " : 0 . 0 0 5 , " l a t " : 5 1 . 1 8 6 6 4 8 3 3 3 , ←↩
↪→" l o n " : 6 . 7 9 7 1 0 3 3 3 3 , " a l t " : 6 3 . 5 0 0 , " epx " : 3 . 2 5 7 , " epy " : 4 . 6 1 5 , ←↩
↪→" epv " : 1 1 . 8 6 8 , " t r a c k " : 1 2 8 . 4 0 0 0 , " speed " : 0 . 0 0 0 , " eps " : 1 6 . 6 5 }

2 {" c l a s s " : " SKY" , " t a g " : " GSV" , " d e v i c e " : " / dev / t t y S 0 " , " xdop " : 0 . 8 7 , ←↩
↪→" ydop " : 1 . 2 3 , " vdop " : 2 . 0 6 , " tdop " : 1 . 2 7 , " hdop " : 1 . 5 1 , " gdop " : 2 . 8 5 , ←↩
↪→" pdop " : 2 . 5 6 , " s a t e l l i t e s " : [ ←↩
↪→{"PRN " : 5 , " e l " : 8 , " az " : 1 8 9 , " s s " : 2 6 , " used " : t r u e } , ←↩
↪→{"PRN" : 1 5 , " e l " : 7 1 , " az " : 2 7 1 , " s s " : 2 8 , " used " : t r u e } , ←↩
↪→{"PRN" : 1 7 , " e l " : 2 2 , " az " : 1 1 5 , " s s " : 2 1 , " used " : t r u e } , ←↩
↪→{"PRN" : 1 8 , " e l " : 2 7 , " az " : 3 0 5 , " s s " : 4 0 , " used " : t r u e } , ←↩
↪→{"PRN" : 2 4 , " e l " : 3 4 , " az " : 2 6 7 , " s s " : 3 5 , " used " : t r u e } , ←↩
↪→{"PRN " : 8 , " e l " : 3 , " az " : 7 5 , " s s " : 0 , " used " : f a l s e } , ←↩
↪→{"PRN" : 2 2 , " e l " : 3 , " az " : 3 3 4 , " s s " : 0 , " used " : f a l s e } , ←↩
↪→{"PRN" : 2 6 , " e l " : 6 2 , " az " : 1 3 6 , " s s " : 0 , " used " : f a l s e } , ←↩
↪→{"PRN" : 2 8 , " e l " : 4 6 , " az " : 5 8 , " s s " : 0 , " used " : f a l s e } , ←↩
↪→{"PRN" : 3 0 , " e l " : 1 3 , " az " : 7 7 , " s s " : 0 , " used " : f a l s e } ] }

3 {" c l a s s " : " TPV" , " t a g " : "GGA" , " d e v i c e " : " / dev / t t y S 0 " , " mode " : 3 , ←↩
↪→" t ime ":"2014−07−15T06 : 5 8 : 1 6 . 0 0 0 Z " , " e p t " : 0 . 0 0 5 , " l a t " : 5 1 . 1 8 6 6 4 8 3 3 3 , ←↩
↪→" l o n " : 6 . 7 9 7 1 0 3 3 3 3 , " a l t " : 6 3 . 5 0 0 , " epx " : 3 . 2 5 7 , " epy " : 4 . 6 1 5 , ←↩
↪→" epv " : 1 1 . 8 6 8 , " t r a c k " : 1 2 8 . 4 0 0 0 , " speed " : 0 . 0 0 0 , " eps " : 1 6 . 6 5 }

Listing D.1: Data from the gps receiver
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D.2 Gpspipe Data

Listing D.2 displays an extract of logged data by the tool gpspipe (see [Mil14a]). The data was

fetched on start up of gpspipe, therefor the first two lines contain information about the version of

gpspipe, as well as the path, were the data is fetched. The third line contains parameters, which

could be set. The last lines, which are denoted by SKY and TPV contains the same information

like above.

1 Tue J u l 15 0 8 : 0 1 : 3 2 2014 : { " c l a s s " : " VERSION" , " r e l e a s e " : " 3 . 4 " , " r e v " : " 3 . 4 " , ←↩
↪→" p r o t o _ m a j o r " : 3 , " p r o t o _ m i n o r " : 6 }

2 Tue J u l 15 0 8 : 0 1 : 3 2 2014 : { " c l a s s " : " DEVICES " , " d e v i c e s " : [ { " c l a s s " : " DEVICE " , ←↩
↪→" p a t h " : " / dev / t t y S 0 " , " a c t i v a t e d ":"2014−07−15T06 : 0 1 : 3 2 . 7 6 9 Z " , ←↩
↪→" f l a g s " : 1 , " d r i v e r " : " G e n e r i c NMEA" , " n a t i v e " : 0 , " bps " : 1 9 2 0 0 , ←↩
↪→" p a r i t y " : "N" , " s t o p $

3 Tue J u l 15 0 8 : 0 1 : 3 2 2014 : { " c l a s s " : "WATCH" , " e n a b l e " : t r u e , " j s o n " : t r u e , ←↩
↪→" nmea " : f a l s e , " raw " : 0 , " s c a l e d " : f a l s e , " t i m i n g " : f a l s e }

4 Tue J u l 15 0 8 : 0 1 : 3 3 2014 : { " c l a s s " : " TPV" , " t a g " : "GGA" , ←↩
↪→" d e v i c e " : " / dev / t t y S 0 " , " mode " : 3 , " t ime ":"2014−07−15T06 : 0 1 : 3 3 . 0 0 0 Z " , ←↩
↪→" e p t " : 0 . 0 0 5 , " l a t " : 5 1 . 1 8 6 4 6 8 3 3 3 , " l o n " : 6 . 7 9 7 0 8 5 0 0 0 , " a l t " : 6 3 . 4 0 0 , ←↩
↪→" epx " : 2 . 4 4 2 , " epy " : 2 . 2 8 8 , " epv$

5 Tue J u l 15 0 8 : 0 1 : 3 3 2014 : { " c l a s s " : " SKY" , " t a g " : " GSV" , ←↩
↪→" d e v i c e " : " / dev / t t y S 0 " , " xdop " : 0 . 6 5 , " ydop " : 0 . 6 1 , " vdop " : 1 . 1 2 , ←↩
↪→" tdop " : 0 . 5 6 , " hdop " : 0 . 8 9 , " gdop " : 1 . 5 4 , " pdop " : 1 . 4 3 , ←↩
↪→" s a t e l l i t e s " : [ { " PRN" : 5 , " e l " : 3 2 , " az " : 1 9 6 , " s s " : 2 9 , "

Listing D.2: First lines out of the log from gpspipe

D.3 NTPQ Data

Listing D.3 shows the NTP data for a GPS-mouse and the two timeserver of the data center of the

Heinrich-Heine-University Dusseldorf with the help of the command ntpq -p. Additionally,

the fallback-server of Ubuntu is listed.

1 r emote r e f i d s t t when p o l l r e a c h d e l a y o f f s e t j i t t e r
2 ==============================================================================
3 +time −1. r z . uni−d . PPS . 1 u 5 64 37 0 .727 −0.233 0 .098
4 −t ime −2. r z . uni−d . PPS . 1 u 4 64 17 0 .793 −0.327 0 .263
5 +SHM( 0 ) . GPS . 0 l 5 16 377 0 .000 120 .017 16 .650
6 *SHM( 1 ) . PPS . 0 l 4 16 377 0 .000 0 .000 0 .015
7 j u n i p e r b e r r y . ca . INIT . 16 u − 64 0 0 .000 0 .000 0 .000

Listing D.3: ntpq -p

h
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