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Abstract. In this paper, we present the results of a study where par-
ticipants were asked to rate the similarity between sets of positions and
arguments. Our goal is to provide a baseline for metrics that compare the
attitudes of individual persons in argumentations, with results matching
human intuition. Such metrics have different applications, i.a. in recom-
mender systems. We formulated several hypotheses for useful properties,
which we then investigated in our survey. As a result, we were able to
identify several properties a metric for comparing attitudes in argumen-
tations should have, and got some surprising results we discuss in this
paper (e.g., many people do not see a “neutral” position on a line between
“pro” and “contra”). For some properties, further research is needed to
get a clearer understanding of human intuition.
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1 Introduction

When discussing with other people, it is interesting to know how similarly an-
other person argues like yourself, i.e. how similar your attitudes are. Do you
disagree on central statements, or do you generally agree, but differ in some
arguments? Do you have the same priorities for political positions or the same
reasons, e.g. for the expansion of wind power? Having a mathematical metric for
calculating the (dis-)similarity of attitudes in argumentation enables use-cases
like collaborative filtering for argumentation applications like kialo1 or our delib-
erate [5], finding representatives of a group, finding a consensus, and matching
political parties and voters based on attitudes and used arguments.

People typically discuss central positions (e.g. the improvement of a course
of study [12] or the distribution of funds [8]) and support (or attack) them with
other statements, which we call an argument. Each individual person agrees or
disagrees more or less strongly with certain statements, and may consider some
arguments more important than others when forming an opinion.

When designing a metric for an application where arguments are exchanged,
one has to ask which properties that metric should fulfill. For instance, should an
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opinion difference in “top-level” arguments against a position (e.g “We should
not build nuclear plants, because they are insecure”) weigh more than disagree-
ment on “deeper” arguments (e.g. “Nuclear plants are insecure, because there
have been several accidents.”)? Are two persons who are against and for a posi-
tion equally far apart from each other as two persons where one is for a position,
and the other one has a neutral opinion? (Surprisingly for us, our results indicate
that the latter is, in fact, the case, as we will explain in Section 4.2.)

Any reasonable metric to answer those questions needs to be based on the
perception that humans have regarding the similarity of chains of arguments,
instead of the “intuition” of researchers who deal with argumentation theory
every day. To establish a baseline for this, we asked our survey participants to
judge the similarity of two chains of argumentation. Which pair is considered
more similar? The questions asked were based on hypotheses presented in this
paper. The hypotheses should help with answering how a metric should behave
in trade-off situation, with missing information, hierarchies, and weights in ar-
gumentations. To our knowledge, such a survey has not been conducted before.

Our contribution is the following: We formulate several hypotheses for as-
sessing the similarity of argumentations, which should be respected by a metric
comparing attitudes expressed in argumentations. We gathered a data set with
human assessments of relative similarity of argumentations for testing the real-
world relevance of our hypotheses, and checked which hypotheses can be regarded
as correct with a high significance.

In the following section, we define central concepts of argumentation theory
relevant for this paper. Afterwards, we describe our methods used and our hy-
potheses. We then present our most important and surprising results. In the fifth
section, we discuss our methods, and finally, we comment on related work.

2 Definitions

In this paper, we use terms based on the IBIS model [13] for argumentation.
Within an argumentation context, there are arguments, which consist of two
statements: a premise and a conclusion (e.g., “Nuclear power is sustainable.”
can be a premise for “We should build a nuclear power plant.”). When we draw
an argumentation graph, statements are nodes, arguments are edges. Statements
which are only used as conclusion are called positions, and are typically action-
able items like “We should build a nuclear power plant”. The unique root of the
argumentation graph is called issue I, and connects all positions. It is typically
the overall topic of the discussion, e.g. “What shall the town spend money for?”.

Each person can have a specific view on the parts of an argumentation graph:
A person can agree or disagree with a statement, which we call the person’s
opinion. Arguments and statements can be of different importance (or relevance,
weight) to different persons. Each individual person may use one specific sub-
set of all available arguments. We call the sum of opinions, importances, and
arguments used by a person attitude.
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The results of our work are independent of this model, but it enables us to
precisely formulate our hypotheses (i.a. by having statements, not arguments, as
atomic elements), and draw graphs for visualizing scenarios for our hypothesis.
So our findings can also be applied to metrics working with Dung-style [7] argu-
mentation frameworks; for instance, our issue-based graphs can be transformed
to an abstract argumentation framework using the tool dabasco [16].
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I What should the town spend money for?
a We should build a nuclear power plant.
a1 Nuclear power plants are insecure.
a11 There have been several accidents.
a2 Nuclear power is sustainable.
b We should improve the look of the park.
b1 A nice park attracts tourists.

Fig. 1: Example for an argumentation graph G and a personal view G′ on that
graph G with attitudes. Statements with unknown opinion are not drawn in G′.

To understand how our graphs should be read, Figure 1 depicts an example
of an argumentation graph G for a discussion and a personal view G′ on that
graph, which contains Alice’s attitudes. In this example, Alice is very sure (++)
that she wants the look of the park being improved (b), and she is against a
nuclear power plant (a, −). She accepts the statements that nuclear power is
sustainable (a2) and nuclear power plants are insecure (a1), but she thinks the
latter weighs more (thick line) for her opinion on building a nuclear power plant.
Alice has not mentioned an opinion on the statements a11 and b1.

We will not draw opinions for better readability if the focus of a scenario
is not on opinions, and they are considered to be the same across graphs being
compared (e.g., “agree”/“+” can be assumed for all statements in Figure 2).

3 Methods

We now present how we developed our hypotheses for properties of a metric
for comparing the way different persons or organizations argue, how we created
questionnaire scenarios, and conducted the survey. Our focus is explicitly on
comparing the attitudes of different persons within an argumentation, not prop-
erties like number of counterarguments, consistency, or use of rhetorical devices.

We are well aware that our list of properties is only a starting point for the
work of finding out how human feeling of argumentation similarity can be trans-
lated to a mathematical metric. Thus, we expect that our list can be extended
with more properties in the future.

First, we formulate hypotheses about what we expect of a metric. Those hy-
potheses are at least somewhat reasonable for domain experts, and are partially
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based on properties of a metric we have presented in an earlier work [4]. However,
before they are used for guiding the development of metrics for the comparison
of argumentations, it should be checked whether they match the perception of
average humans.

To do so, we developed questionnaire scenarios for every single hypothesis.
Participants of the survey were asked to assess the similarity of the people’s
argumentation by indicating which person’s argumentation is most similar to
the argumentation of another given person. For scenarios which involved only
one topic (e.g. an argumentation on nuclear power), we had multiple versions of
that scenario with different topics to prevent topic-dependent results.

The survey was conducted using Amazon Mechanical Turk (MTurk) because
of its easy and fast recruiting process. Only participants from the US were al-
lowed to assure that there is a sufficient knowledge of English. Although MTurk
users are not representative for the US population, it has been shown that the
average difference can be quite small [2]. The questions and scenarios were ran-
domly assigned to the participants and the order of answers was randomized.
To assure answers of good quality, only answers of participants who answered at
least 3 of 5 quality control questions correctly were used in the evaluation.

The complete list of hypotheses is in Table 1. They are grouped in four cat-
egories with different motivations: First, we were interested in the influence of
basic properties of argumentations, like being for/against a different number of
statements and adding arguments. Then we asked ourselves what the influence
of weights of opinions and arguments is, and whether they play a role at all. The
third group deals with the influence of missing information: Real-world applica-
tions often do not have complete information of a person’s attitude, how should
a metric behave here? The last is about trade-off situations: What weighs more
when both, opinions and arguments mentioned, are different between persons?
What is the influence if the relevance of positions is rated completely different?

p
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a b

Bob p

a
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Charlie

Fig. 2: Visualization of the scenario for Hypothesis 4: The graphs represent the
attitudes in the argumentation of each person in the scenario.

As an example, we now present how Hypothesis 4 (deviations in deeper parts
have less contribution to dissimilarity than deviations in higher parts) has been
developed and transformed in a questionnaire scenario. All scenarios can be
found in our complete data set which is available online.2

2 https://github.com/hhucn/argumentation-similarity-survey-results

https://github.com/hhucn/argumentation-similarity-survey-results
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We asked ourselves whether the level where arguments are added is relevant.
To make the idea of the hypothesis clearer, Figure 2 depicts the attitudes of the
persons involved in the constructed scenario.

Consider Alice, Bob, and Charlie have the same opinions on a position p and
a common argument a for it. If Bob adds another argument for p, and Charlie
an argument to a, we think that Alice and Charlie are closer because their first-
level-argumentation is the same and the deviation is in a deeper part. One could,
however, also assume that individuals not familiar with argumentation theory
do not have a notion for levels and consider both differences in argumentation
behavior as similarly severe.

From our hypotheses, we constructed the following scenario and questions:

Alice argues as follows on the subject of wind power:

More wind turbines should be built because wind power has a low environmental impact.

Bob argues as follows:

More wind turbines should be built because wind power has a low environmental impact
and because wind turbines are safe.

Charlie argues as follows:

More wind turbines should be built because wind power has a low environmental im-
pact. The reason for the low environmental impact is that they do not produce any
emissions.

Whose attitude does Alice agree with most?
– with Bob’s attitude – with Charlie’s attitude – the attitudes are equally far apart
Whose attitude does Bob agree with most?
– with Alice’s attitude – with Charlie’s attitude – the attitudes are equally far apart
Whose attitude does Charlie agree with most?
– with Alice’s attitude – with Bob’s attitude – the attitudes are equally far apart

The relevant question for us is Whose attitude does Alice agree with most?
and our expected answer is with Charlie’s attitude; the other questions were
added for gathering additional data and preventing biased answers.

Most other scenarios are constructed the same way. An exception are ques-
tions related to missing information, where we asked the questions twice: Once
we forced a decision (since a complete, well-defined metric has to make some de-
cision, too), and once we allowed to choose this cannot be assessed as an answer.

4 Results

We now present the results of our survey, and highlight and explain results
which were surprising for us. We report p-values for the null hypothesis “our
expected answer is not the most frequently (relative frequency) given answer”.3

For space reasons, not all numbers are presented and discussed in detail, but
the aggregated raw data for all questions is available online. A summary of the
relative answer frequencies for the relevant questions is depicted in Figure 3.

3 We used an intersection–union test [18, p. 240] with one-tailed tests on the variances
of the difference of two multinomial proportions [9,17], i.e. H0 is that the differences
of the relative answer frequencies between the expected answer and the other answers
is not greater than 0.
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Table 1: Our hypotheses about the assessment of attitude similarity in argumen-
tations, grouped in basic properties, influence of weights, influence of missing
information, and trade-offs

# Hypothesis

H1 Proportionally bigger overlap of opinions on positions results in greater similarity
than the absolute number of differences.

H2 Proportionally bigger overlap on arguments for/against a position results in
greater similarity than the absolute number of differences.

H3 A neutral opinion is between a positive and a negative opinion.
H4 Deviations in deeper parts have less contribution to dissimilarity than deviations

in higher parts.

H5 Weights of arguments have an influence even if they are the only difference.
H6 Argumentation differences in a branch with lower importance contribute less to

dissimilarity.

H7 No opinion is between a positive and a negative opinion.
H8 An unknown opinion is between a positive and a negative opinion.
H9 A statement for which no opinion is mentioned is like a statement for which we

explicitly say the opinion is unknown.
H10 Not mentioning an argument and being against an argument have the same effect.

H11 Disagreeing on a position results in greater distance than having the same opinion
on that position, but with contrary arguments.

H12 It is possible for a difference in arguments for/against positions to result in greater
dissimilarity than a difference in opinions on those positions.

H13 Two argumentations with weak and contrary opinions on a statement can be
closer than two argumentations with the same opinions, but with very different
strengths.

H14 Two argumentations with weak arguments and contrary opinions on their
premises can be closer than two argumentations with the same opinions, but
with very different strengths of arguments.

H15 When determining the attitude regarding a position, opinions (not) mentioned
for a not-accepted argument have no influence.

H16 Flipping the two most important positions results in a bigger difference than
flipping two less important positions.

H17 Adding a new position can remove a previous dissimilarity.
H18 Adding a new position as most important position can swap a previous similarity

order.
H19 Agreeing with someone’s most important position is as important as having that

person’s most important opinion matching mine.
H20 Adding another most important position results in greater dissimilarity than

flipping the priorities of two positions.
H21 Having more similar priorities of opinions can result in greater similarity even

with lower absolute number of same opinions.
H22 Not mentioning a position results in greater dissimilarity than assigning lower

priorities.
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H1 p = .073∼

H2: p < .001‡

H3A: p = .006‡

H3B: p < .001‡

H4: p = .36

H5: p = .001‡

H6: p = .92

H7A: p = .44

H7B: p < .001‡

H8A: p = 1.000

H8B: p < .001‡

H9: p < .001‡

H10: p = .059∼

H11: p = .174

H12: p = .004‡

H13A: p = 1.00

H13B: p = 1.00

H13C: p = .97

H13D: p = .95

H14: p = .98

H15A: p = .002‡

H15B: p < .001‡

H16: p = .018†

H17: p = .71

H18A: p = .008‡

H18B: p = .64

H19A: p < .001‡

H19B: p < .001‡

H20A: p = .13

H20B: p = .15

H20C: p < .001‡

H21: p < .001‡

H22: p < .001‡

Clopper–Pearson confidence intervals (α = 0.05) indicated with expected answer
(blue, filled circles) and other answer options (gray) for the relevant question, p-value
for H0 “expected answer is not the most frequently given answer”, ‡: p ≤ 0.01,
†: p ≤ 0.05, ∼: p ≤ 0.10

Fig. 3: Results for the relevant questions for each hypothesis



8 M. Brenneis, M. Mauve

After removing participants who did not meet our quality standards, we had,
on average, 38 answers for every question relevant for our hypotheses. Those
participants have a median age of 30-39 years, which matches the US median
of 2018 (36.9). The male/female ratio is 1.96 (total US ratio 0.97), thus we had
significantly more male than female participants in our random MTurk sample.

4.1 Results that confirmed our expectations

For many scenarios, we did not get surprising results, and summarize them here.
Proportionally bigger overlap of arguments (H1) or opinions (H2) is indeed

more important than the absolute number of differences (H1: expected answer
given by 54%, p = .073; H2: 74%, p < .001). If the assessment of argument
relevance is the only difference between attitudes, this is considered as difference
by most participants (H5, 60%, p = .001).

That the most important opinion in one argumentation matches the opinion
in the other argumentation is as important as the reverse case (H19), indepen-
dent on whether this questions is asked from a person-centric (66%, p < .001) or
“bird’s eye view” (70%, p < .001). Flipping the priorities of the most important
positions results in a smaller perceived difference than adding a new most impor-
tant position p, regardless of whether the other persons have not mentioned their
opinion on p (H20A, 48%, p = .13), had an explicit unknown opinion (H20B,
52%, p = .15), or were neutral (H20C, 79%, p < .001). Leaving out a position
results in a greater dissimilarity than lowering its priority (H22, 87%, p < .001).
Not only the number of matching opinions on positions is relevant, but, if an-
other argumentation has only a subset of positions, it can be more important
that the priorities are more similar (H21, 74%, p < .001).

4.2 Surprising Results

We now have a closer look at more surprising findings from survey which were not
in line with the expectations we originally had when designing our hypotheses.

No continuum pro–neutral–contra In Hypothesis 3, we conjectured that
a neutral opinion lies exactly between a positive and a negative opinion on a
statement. As already mentioned in Section 3, we asked this question in two
ways: In variant A, “this cannot be assessed” could be chosen by participants,
in variant B, a decision has to be made. In both cases, our expected answer
(“neutral” is equally far away from “pro” and “contra”) was given by most
participants (A: 66%, p = .006; B: 95%, p < 0.001), where the result is much
clearer when forced to make a decision.

Although the question relevant for us in this scenario was answered as ex-
pected, the questions whose attitude is most similar to the positive or negative
attitude, respectively, has been answered unexpectedly: We expected that a posi-
tive opinion is considered closer to neutral than to negative, but this was only just
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one of the most frequent answers. In variant B with forced decision, an “equally
far apart” assessment has been given by around 50% of the participants.

This can be a hint that many people do not have a mental model where
pro, neutral, and contra are arranged in a straight line, but on the corners of a
triangle. This might be similar to the opinion triangle presented in [11], with the
directions Belief, Disbelief, and Ignorance.

For Hypotheses 7 and 8, we could see similar effects. Hypothesis 7 dealt with
whether no opinion is equally far away from pro and contra. For case A, most
people give our expected answer (48%, p = .436), but many also say that the
case cannot be assessed (45%). When forced to make a decision, people choose
our expected answer “equally far apart” (95%, p < 0.001). But for both variants,
we also see the tendency that people have a mental triangle model: In variant B,
around 55% have seen pro (contra) equally far away from no opinion and contra
(pro). So being neutral (Hypothesis 3) and having no opinion leads to similar
assessments when it is forced, but more people tend to not make an assessment
in the no opinion case if allowed to.

Lastly, if we consider pro, contra, and unknown opinion (Hypothesis 8), an
absolute majority thinks the case cannot be assessed, which makes sense. If a
decision is forced, more than 75% percent follow the triangle model again.

Consideration of hierarchies and weights for branches We expected that
adding an argument deeper within an argumentation is considered a smaller
dissimilarity than adding a new top-level argument (Hypothesis 4, also see Fig-
ure 2). This expectation is not confirmed (38%, p = .36); the answers are nearly
equally distributed across all alternatives. We assume that people count the
number of arguments used instead of thinking of an argument hierarchy. Here,
further investigations with a more extreme example, e.g. a “deeper” argumen-
tation, would be interesting.

I

p

ap

q

Alice I

p q

Bob I

p q

aq

Charlie

(a) Hypothesis 6
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(b) Hypothesis 10

Fig. 4: Visualization of the scenarios for Hypothesis 6 and Hypothesis 10; we
expect Bob being closer to Charlie than to Alice in both cases.

Related to this finding are unexpected results for Hypothesis 6: Considering
the example depicted in Figure 4a, when comparing Bob with Alice and Char-
lie, we thought that the similarity to Charlie is greater because the introduced
difference is in a branch with lower importance (depicted by a thinner edge).
This has not been confirmed, our expected answer is the least frequently chosen
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answer (24%, p = .92). More participants think that Bob is most similar to Alice
(40%) or the attitudes are equally far apart (36%).

This is related to the assumption that people do not have a notion for argu-
mentation hierarchy. If people do not catch that ap and aq are on the level below
p or q, respectively, it makes sense that our expected effect cannot be seen.

But this conjecture is contradicted by the answers for Hypothesis 10, where
we thought that not mentioning an argument (as in Figure 4a) and being against
an argument (Figure 4b) have the same effect. Our expected answer, Bob is more
similar to Charlie than to Alice, is now the most frequently chosen answer (52%,
p = .059). Thus, our explanations for the unexpected results for Hypothesis 6 do
not seem to be correct. Maybe the complexity of the scenario for Hypothesis 10
is so large that people pay closer attention to the nuances of the argumentation.
Here, further investigations are necessary.

Trade-off between opinions and arguments Consider a scenario where
Alice and Bob have the same opinion on a position, but the arguments are
contradictory. Charlie has the same opinions as Alice, but a different opinion on
the position. We expect that Alice and Bob are closer than Alice and Charlie
(Hypothesis 11) since people probably consider opinions on positions as more
important than arguments. Most people answered as we have expected (45%,
p = .174), but there are also many people saying the attitudes are equally far
apart (32%). We can conclude that the common opinion on the position has the
greater influence on the assessment of attitude similarity, but arguments also
play an important part in the assessment.
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Fig. 5: Visualization of the scenario for Hypothesis 12; differences to Alice are
encircled; we expected Alice is considered closer to Charlie than to Bob.

In Hypothesis 12, we assumed not only the opinions on positions are com-
pared, but arguments also play a role and can even “flip” the similarity. For
an extreme example with many arguments as shown in Figure 5, our expecta-
tion that Alice’s attitude is more similar to Charlie’s has been confirmed (62%,
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p = .004). This is in line with the findings from Hypothesis 11: Not only com-
mon opinions on positions are important for assessing similarity, but also the
arguments.

Note that our scenario for Hypothesis 12 converges to the scenario for Hy-
pothesis 11 if p1 to p4 are removed. As we have only presented those two extreme
scenarios in the questionnaire, we cannot say what the “turning point” is, i.e.
what number of common arguments is needed to make up for different opinions.

Opinion tendency vs. weight In Hypotheses 13 and 14, we wanted to know
whether an argumentation with e.g. weak positive opinion on a position can
be closer to a weak negative opinion on the same position than to a very
strong positive opinion. We thought that it is possible, but we were proven
wrong. The hypotheses were tested with different formulations and scenarios,
as strength/weakness can be expressed in different ways: strongly for vs. slight
tendency (A), for vs. no definite opinion (B), strongly for vs. doesn’t really have
an opinion (C), involving a second, common position (D), and main reason vs.
very unimportant reason (E). Our expected answers were not given by most par-
ticipants (A: 13% p = 1.0; B: 12%, p = 1.0; C: 33%, p = .97; D: 36%, p = .95;
E: 34%, p = .98), but the similarity to the person with the same direction of
opinion has been rated greater (A: 84%, B: 81%, C: 60%, D: 60%, E: 63%).

We can conclude that opinion tendencies are more important than the weights
of opinions and arguments.

Alice argues in favor of wind power as follows:

I am in favor of wind power, as wind turbines do not produce CO2 emissions. Also, I’m for
wind power because wind turbines look nice.

Bob argues in favor of wind power as follows:

I am in favor of wind power, as wind turbines do not produce CO2 emissions. I think wind
turbines look nice, but that is no argument for wind power and not relevant for the
discussion.

Charlie argues in favor of wind power as follows:

I am in favor of wind power, as wind turbines do not produce CO2 emissions. I don’t
think that wind turbines look nice.

Fig. 6: Scenario for Hypothesis 15 on the effect of undercuts: We thought that
Bob’s and Charlie’s attitudes are considered equal.

Understanding of undercuts We expected that an opinion belonging to an
undercut argument does not count towards the attitude to a position, i.e. in
the scenario described in Figure 6, Charlie’s and Bob’s attitudes are considered
equal, regardless whether Charlie’s last sentence is mentioned (case A) or not
(B). Our results are not clear for this question: “Do Charlie and Alice [or Bob]
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have the same attitude (opinion and arguments) on wind power?” has been
answered with “Yes” by more than 70% in all cases.

We do not understand this result. It could be that the wording of the question
for this case is too technical for a good assessment, so that most people only
compared the opinions for the position. Another possible explanation is that
untrained persons do not understand the undercut attack correctly or find it
confusing, and thus fall back to comparing opinions of positions.

Influence of adding new positions in a priority order We wanted to know
how the introduction of a new position by a participant influences similarity
order. Our anticipation was that it is possible to remove a previous dissimilarity
this way (Hypothesis 17), or even swap the similarity order (Hypothesis 18).

Alice:
1. b
2. a
3. c

Bob:
1. a
2. c
3. b

Charlie:
1. a
2. b
3. c

Charlie’:
1. d
2. a
3. b
4. c

(a) Scenario for Hypothesis 17

Alice:
1. a
2. c
3. d
4. b

Bob:
1. d
2. a
3. b
4. c

Charlie:
1. a
2. b
3. c
4. d

Charlie’:
1. e
2. a
3. b
4. c
5. d

(b) Scenario for Hypothesis 18

Fig. 7: In these scenarios, Charlie’ introduces a new position not mentioned by
the other participants.

To investigate whether those hypotheses can hold, we checked the scenarios
depicted in Figure 7. In Figure 7a, we thought that Charlie is considered more
similar to Bob (Hypothesis 16), but Charlie’ equally far away from Alice and
Bob. The former was confirmed, so changing the order of the most important
positions results in a greater perceived difference than flipping less important
positions (57%, p = .018). The latter was not confirmed (31%, p = .71), but
we see a clear difference from 57%, indicating that the additional position has
an influence on the intuition on similarity. There is no clear “correct” answer,
though, since the answers are nearly evenly distributed across all alternatives.

For the scenario in Figure 7b, we anticipated that Charlie is closer to Alice
(case A), but Charlie’ closer to Bob (case B; one way to get to this conclusion is
counting the number of absolute place differences for each common statement:
Charlie–Alice: 4, Charlie–Bob: 6; Charlie’–Alice: 6, Charlie’–Bob: 4). The first
expectation has been confirmed (A: 55%, p = .008), but not the latter (B: 33%,
p = .64). In case B, the answers are nearly evenly distributed. Although this is
no hint that our hypothesis is sensible, we can see a tendency that the change
from case A to B moves the three attitudes closer to each other.

Note that we can neither show that our hypotheses are consistent nor incon-
sistent, because we only asked for concrete example scenarios. Other scenarios
may yield different results, and having results for different scenarios leads to
more precise results.
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5 Discussion

Our survey was, to our knowledge, the first of its kind. Many results give valu-
able hints on how an intuitive metric for comparing attitudes expressed in an
argumentation should behave. Those metrics have applications in e.g. clustering
and recommender systems.

As seen in the previous section, a definite conclusion cannot be drawn for
all hypotheses without further surveys. Also, the way we constructed our survey
questions could have been suboptimal. We choose a format which is suitable for
most Hypothesis to prevent differences due to different formulations of questions.
We considered the option to let people rate the similarity of argumentation on
a numeric scale, but we thought that this approach is bound to fail: People are
unfamiliar with rating argumentation similarity, would probably need some time
for “calibration”, and the task would feel more unnatural.

Furthermore, the question for “attitude” could have been a problem, because
some people may only consider opinions, not arguments. Asking how similar two
people “argue” would also be a problem, which we have seen in an internal
pretest: Some people started thinking about meta-argumentation aspects, e.g.
whether counterarguments are mentioned, or how many arguments are used, and
stopped looking at the person’s actual attitude.

For questions with ratings of several positions, we switched between complete
sentences and enumerations, depending on the number of positions. We thought
complete sentences with many positions distract from the actual differences. The
change of format could, of course, have an influence, which we did not measure.

We are well aware that MTurk workers are not a representative sample of
the US population, and even less for other countries; as already mentioned, the
gender distribution does not match the US population. Therefore, generalizing
our results for other populations is only possible with caution. Nevertheless, we
get some useful insights and hints for further, representative, bigger studies, and
possible comparisons between different populations.

6 Related Work

We know no other surveys on attitude similarity in argumentation, but there
have been surveys for other purposes to find human baselines.

[14] proposes different measures for determining the similarity of words, and
compares the measures with human ratings from a dataset created by [15]. They
also think that the quality of a metric can best be determined by comparing it
with human common sense. Their dataset contains absolute ratings from 0 (no
similarity) to 4 (synonym) for 30 word pairs, each assessed by 38 subjects. We do
not think that an absolute rating would have worked for our experiment. First,
our argumentation scenarios can have fine-grained or large differences, which
probably makes it hard for a person without argumentation theory background
to map the difference on a small absolute scale. Second, an absolute scale works
well when you can grasp every pair to compare at once and correct older decision
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to tweak one’s brain scale; this works well with short word pairs, but not with
more complex descriptions of argumentation.

In the context of word similarity, [6] find that “comparison with human
judgments is the ideal way to evaluate a measure of similarity”, which supports
our initial assumption that gathering human judgments is important.

In [3], which is based on the study design of [15], 50 human subjects assessed
the similarity of process descriptions on a scale from 1 to 5. They compared
those assessments with the values of five metrics. Each subject had to indicate
how they come to their decision for each comparison, by letting them choose a
strategy (e.g. “by process description”) from a menu. We did not ask partici-
pants how they have come to their assessments. Firstly, we think that reflecting
on one’s decision influences further decisions. We also think that writing an own
description of the decision process is too hard, and providing a menu with possi-
ble answers could have influenced following decisions. Moreover, asking this for
every question would have significantly increased the length of the questionnaire.

Metrics and applications for comparing argumentations already exist, e.g.
based on cosine similarity for opinion prediction [1], and for comparing one’s own
argumentation with others by counting the number of agreements/disagreements
on statements [10]. In both cases, no justification is given why the similarity
measure is a good choice. With our work, we want to fill that gap. For instance,
we showed that simply counting agreements is not enough.

7 Conclusion and Future Work

We have conducted a survey with human subjects who had to assess the attitude
similarity of argumentations. Our results are available for download, and can
be used as basis when developing a metric for measuring attitude similarity
in argumentation-based applications, e.g. for collaborative filtering. Our results
help to transform human gut feeling into a mathematical metric. Some intuitive
hypotheses were confirmed by our results, but there were also surprising results,
e.g. neutral is often not seen as falling on a line between pro and con.

Our survey cannot establish “absolute truths”, but we have collected first
hints on what properties a metric which matches human intuition should have.
In future work, we want to compare several metrics to see which properties
they fulfill and how that matches human intuition. Moreover, further research
is needed for hypotheses where we could not get clear results, and where there
are turning points in trade-off scenarios. Also, more representative surveys and
a comparison of different countries are needed.
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